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Abstract. Today, internet is the storage of huge information. Therefore it is very serious issue to
get data fast and efficiently. Text summarization plays an important role in the field of information
retrieval. Text summarization is a process of representing a text in concise way with same sense. This
hybrid approach mainly based on extractive summarization. The proposed approach combines the
concept of statistical measure, sentiment analysis and finally uses the concept of fuzzy logic to select
sentence. Based on the level of importance of the sentence, summary is created.
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1. Introduction
Before going to the details of the paper we are trying to get the overview of text summarization.
A summary is a concise form of text that is composed from one or more texts that gives
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important information in the original text [16]. The purpose of automatic text summarization
is to present the source text into a shorter version with semantics [1]. Summary reduces the
reading time. There are two types of text summarization methods which are classified into
extractive and abstractive summarization. Extractive summarization means selecting the
important sentence from the given document. Abstractive summarization means express the
meaning of the document in natural language [16].

Two different group of summarization is also available indicative and informative. Indicative
summarization gives the main theme of the document in short. The length of this summary is
only 5 percent of the given document. Informative summarization gives brief information of the
document and size of summary is 20 percent of the given document.

2. Related Work

The work done in [11] by H.P. Luhn was considered as the one of the earliest work in the
field of text summarization. In this research a frequency based model has been proposed for
single document summarization. The main idea of this research is frequency of words play an
important role to calculate the priority of any sentence. Radev et al. in [16] has defined a text
summary as “a text that is produced from one or more texts that convey important information
in the original texts, and that is no longer than half of the original text and usually significant
less than that”. Alguliev et al. in [1] has discussed about the two types of text summarization
that is extractive and abstractive. As explained, [12,23] abstractive summarization combines
three concepts like Information Fusion, Sentence Compression and Reformation. Abstractive
summarization may contain new sentences, phrases, words even which are not present in the
source document. Although till now a lot of research has been happened in the last decades in
the area of NLP (Natural Language Processing), and NLG (Natural Language Generation) but
still we are not near abstractive summarization. The actual challenge is a generation of new
sentences, new phases, along with produced summary must retain the same meaning as the
same source document has.

Extractive summarization based on extractive entities, entities may be sentence, sub part of
sentence, phrase or a word. In [9,15,17,25] different statistical methods have been used for
summarization. In our paper we are trying to use these methods. Aliguliyev in [2] has explained
summarization as a three steps process

(i) Analysis of text.

(ii) Transformation- as summary representation, and

(iii) Synthesis-produce an appropriate summary.

In [4,13] query based summarization has been discussed. The survey of text summarization
has been explained in [19, 22]. Babar et al. in [3] has proposed a method for improving the
performance of text summarization. The statistical method and Semantic Analysis have been
merged to get the better result. Yadav et al. in [24] proposed a “Hybrid approach for single text
document summarization using statistical and sentiment features”. In this research statistical
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measure and sentiment score have combined to calculate the impotence of a sentence. The
objective of summarization is to miximize the coverage and minimizes the redundancy. To
achieve the gole, a research has been done in a simple way to include a sentence to the summary
by modified cosine similarity threshold value by Kamal Sarkar [20]. For better summarization
sentiment analysis plays a crucial role. Many researchers worked on emotion detection. Das et
al. in [5,10] has propose a machine learning approach to calculate the emotion in a word and a
sentence labeled in Bengali blogs.

3. Fuzzy Logic

Fuzzy logic is an approach to compute based on “degrees of truth” rather than the usual “true
or false” (1 or 0) Boolean logic on which the modern computer is based. The idea of fuzzy logic
was first advanced by Dr. Lotfi Zadeh of University of California at Berkeley in the 1960s. In
this work we have used the fuzzy concept for selecting the mostly desirable sentences.

4. Steps of Summarization

To summarize the text the following approaches are followed:

(i) Preprocessing,

(ii) Feature extraction,

(iii) Fuzzy logic concept,

(iv) Sentiment scoring,

(v) Sentence selection and assembly.

4.1 Preprocessing

Preprocessing consists of four different steps. Segmentation is the first step, is used to break a
documents in sentences. Then second steps is used to remove the stop words. Stop word means
frequently occurring words that has less meaning and containing noise. Next is tokenization that
will break the input text into separate token. Punctuation marks, spaces and word terminators
are the word breaking characters. The final step is word streaming is used to remove the prefix
and suffix for converting to the root form of every word.

4.2 Feature Extraction

A text document is represented by set, D = {S1,S2, . . . ,Sk}, where Si signifies a sentence
contained in the document D. The statistical measure includes Title word, Sentence length,
Sentence position, Numerical data, Term weight, Sentence similarity, Existence of Thematic
words, Proper nouns etc.

(i) Title Word: If a sentence contains the words occurring in title, then highest weightage
has been given to this sentence. This feature is computed as follows:

F1 = Nt

NTotal
,
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where Nt means numbers of title words match with the sentence and NTotal means
numbers of total words occurring in the title after removing the stop word.

(ii) Sentence Length: Length of the sentence is very important. The sentences whose length
is too short are eliminated. For every sentence the normalized length is calculated by

F2 = TWS
TWLS

,

where TWS means number of words belongs to the sentence and TWLS means number
of words belongs to the longest sentence.

(iii) Sentence Position: The highest score has been given to the sentence which occurs first
in the document. If the document contains n sentences then this feature is computed as

F3(S1)= n
n

; F3(S2)= n−1
n

; F3(S3)= n−2
n

; F3(S4)= n−3
n

and so on.

(iv) Numerical Data: The sentence carrying numerical data is considered as important so it
is selected for summary. This is calculated by F4(Si) = ND

SL
. Here ND means number of

numerical data occurring in sentence Si and SL means total length of the sentence.

(v) Thematic Words: These are domain specific words with maximum possible relativity.
The ratio of the number of thematic words that occurs in a sentence over the maximum
number of thematic words in a sentence gives the score of each feature as:

F5(Si)= NTW
MTW

where NTW represents the number of thematic words in sentence Si and MTW
represents the maximum number of thematic words.

(vi) Sentence to Sentence Similarity: To calculate the similarity between sentence to
sentence token matching concepts is used here. A Sim[N] [N] matrix has been generated
where N is number of sentence in document

Sim[N][N]=

Sentence S1 S2 S3 S4 S5
S1 1
S2 1
S3 1
S4 1
S5 1

(vii) Term weight: In information retrieval, tf–idf, short for term frequency–inverse
document frequency, is a numerical statistic that is intended to reflect how important a
word is to a document in a collection or corpus. It is often used as a weighting factor in
information retrieval and text mining.

F7 =
∑

TFi

max
∑

TFi
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(viii) Proper Nouns: Importance of the sentence directly varies with the number of proper
nouns.

F8 = PNi

L i
, where PNi represent the number of proper noun belongs to Si and L i stands

for length of Si .

4.3 Fuzzy Logic Scoring

By extracting the eight features of a sentence we get the eight feature vectors corresponding to
each sentence. The feature vectors are derived using the fuzzy logic rules. In our experiment
mainly triangular membership function is used for defuzzyfication of feature vector.

4.4 Sentiment Scoring

Sentiment is defined as a tendency to experience certain emotions in relation to a particular
object or person [7, 18] and it can be expressed usually in writing, such as products review,
websites, blogs, forums, etc. Sometimes, opinions are hidden within long sentences, making
them difficult to reads and extract.

There is a technique called, sentiment analysis that relates to natural language processing,
text mining and linguistics [21]. The main goal of sentiment analysis is to identify the polarity of
natural language text [8], which is not limited to positive and negative [14]. Sentiment analysis
can be referred to as opinion mining as it studies people’s opinions, appraisals and emotions
towards entities, events and their attributes [11] Sentiment can be analysis in different levels
like document level, sentence level and word-level. There are some approaches for sentiment
analyzed by using SentiWordNet. Here we are going to use the SentiWordNet for sentence level
sentiment analysis
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5. Proposed Architecture

 

Figure 2. Proposed Architecture 
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Figure 2. Proposed Architecture

The data flowing of our proposed method has been shown by Figure 2. Take the text document
as input and preprocess it. Then extract the feature and apply fuzzy rules for sentence selection.
The selected sentences have been considered as summary1. In other hand sentiwordnet has
been used to calculate the sentiment score of sentences. The sentences of high and low score are
selected at summary2. Finally applied the set operation to generate the final summary.

Mathematical Expression

Consider a document is represented by D and sentence is represented by s. So we have a
document in the form like

D = {s1, s2, s3, . . . , sn} .
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Then apply the fuzzy logic and get the summary1(Sum1) like this

Sum1= {s1, s3, s6}

Simultaneously calculate the sentiment score of document D. Then select the sentence with
high score and low score.

Suppose we get summarry2(Sum2) is given bellow

Sum2= {s3, s7, s9}

Then calculate the final summary(Fsum)

Fsum= {Sum1∧Sum2}∪ {max
score

(uncommon(Sum1,Sum2))}

Fsum= {s3}∪
{

max
score

(s1, s6, s7, s9)
}

Fsum= {s3}∪ {s1, s9}

Fsum= {s1, s3, s9}

Result Analysis

Table 1. Precision, recall, accuracy values of proposed method

Dataset Precision Recall Accuracy
Dataset 1 40 66.67 44.44
Dataset 2 66.67 66.67 81.18
Dataset 3 50 50 60
Dataset 4 50 50 70
Dataset 5 75 75 77.78
Dataset 6 33.33 50 50
Dataset 7 66.67 66.67 66.67
Average 55.52 60.72 64.29

 

Figure 3. Evaluation graph of Proposed Method 
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use the statistical features of text as well as considered the sentiment analysis. Here sentiment 

analysis helps to choose the silent which has importance to document. Finally we use the fuzzy 

concept to generate the summary. 
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6. Conclusion
In this paper the proposed method is based on extractive summarization. In extractive
summarization to select the relevant sentence is a very complex task. To reach the goal we have
use the statistical features of text as well as considered the sentiment analysis. Here sentiment
analysis helps to choose the silent which has importance to document. Finally, we use the fuzzy
concept to generate the summary. In future we try to extent this concept for multi-document
summarization.
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