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#### Abstract

We investigate a system of coupled non-homogeneous linear matrix differential equations. By applying the diagonal extraction operator, this system is reduced to a simple vector-matrix differential equation. An explicit formula of the general solution is then obtained in terms of matrix convolution product, Hadamard product, and elementary matrix functions. Moreover, we discuss certain special cases of the main system when initial conditions are imposed.
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## 1. Introduction

Linear matrix differential equations play important roles in various branches of science which including mathematical physics, statistics, game theory, econometrics, control and system theory (see e.g., [5,6, 12, 13]). Theory of linear matrix differential equations has been developed by many researchers (see e.g., [1,-3, 7, 8, 10, 11, 14] and references therein). The simplest form of
non-homogeneous matrix differential equation is the equation

$$
\begin{equation*}
X^{\prime}(t)=A X(t)+U(t) . \tag{1}
\end{equation*}
$$

Here, $A$ is a given square matrix, $U(t)$ is a given integrable matrix-valued function and $X(t)$ is an unknown integrable matrix-valued function. In fact, (1) has a general solution given by a one-parameter matrix-valued function [4]

$$
X(t)=e^{\left(t-t_{0}\right) A} X\left(t_{0}\right)+e^{\left(t-t_{0}\right) A} * U(t),
$$

here * denotes the matrix convolution product. A non-homogeneous Sylvester differential equation

$$
X^{\prime}(t)=A X(t)+X(t) B+U(t)
$$

was investigated in [1] under the situation that $X(t)$ is diagonal.
A system of coupled linear matrix differential equations generally takes the form

$$
\begin{align*}
& X^{\prime}(t)=A X(t) B+C Y(t) D+U(t), \\
& Y^{\prime}(t)=E X(t) F+G Y(t) H+V(t) . \tag{2}
\end{align*}
$$

Here, $A, B, C, D, E, F, G, H$ are given constant square matrices, $U(t), V(t)$ are given integrable matrix-valued functions and $X(t), Y(t)$ are unknown integrable matrix-valued functions. The general solution of the system (2) when $E=A, F=D, G=A, H=B$ was obtained in [1] under the assumptions $X(t), Y(t)$ are diagonal and $\left(A \circ B^{T}\right)\left(C \circ B^{T}\right)=\left(C \circ B^{T}\right)\left(A \circ B^{T}\right)$.

In this paper, we investigate the linear system (2) when $E=D, F=C, G=B, H=A$ and the unknowns $X(t)$ and $Y(t)$ are diagonal. Our strategy is to reduce our problem to the simplest form (1) by applying the diagonal extraction operator. Under certain assumptions on constant matrices, an explicit formula of the general solution to this system is obtained in terms of matrix series concerning exponentials and hyperbolic functions. Moreover, we discuss certain special cases of the main system when initial conditions are imposed.

This paper is structured as follows. We provide tools for solving a system of matrix differential equations in Section 2. These includes Hadamard product, the diagonal extraction operator, functions of matrices defined by power series, and matrix convolution product. The main results of the paper will be discussed in Section 3. Conclusion is provided in Section 4 .

## 2. Preliminaries

For any natural numbers $m$ and $n$, denote by $M_{m, n}$ the set of $m$-by- $n$ real matrices. When $m=n$, the set $M_{n, n}$ will be written as $M_{n}$.

### 2.1 Hadamard Product and Diagonal Extraction Operator

The Hadamard product of two matrices $A=\left[a_{i j}\right] \in M_{m, n}$ and $B=\left[b_{i j}\right] \in M_{m, n}$ is defined to be the entry wise product

$$
A \circ B=\left[a_{i j} b_{i j}\right] \in M_{m, n}
$$

In contrast to the usual product, the Hadamard product is commutative. The diagonal extraction operator of $A$ is defined by

$$
\operatorname{Vecd}(A)=\left[\begin{array}{llll}
a_{11} & a_{22} & \ldots & a_{n n}
\end{array}\right]^{T} .
$$

This operator is linear, and it is injective on the set of diagonal matrices.

Lemma 1 (see e.g., [1]). Let $A, B, X \in M_{n}$ be such that $X$ is diagonal. Then

$$
\operatorname{Vecd}(A X B)=\left(A \circ B^{T}\right) \operatorname{Vecd}(X)
$$

### 2.2 Functions of Matrices Defined by Power Series

Let $A$ be a complex square matrix and let $f$ be an analytic function defined on a region containing the origin and all eigenvalues of $A$. Then there exists a radius $R>0$ such that for any $|z|<R$, the following McLaurin series converges:

$$
f(z)=\sum_{n=0}^{\infty} \alpha_{n} z^{n}
$$

where $\alpha_{n}=\frac{f^{(n)}(0)}{n!}$ for any $n \in \mathbb{N} \cup\{0\}$. It follows that the matrix series

$$
f(A):=\sum_{n=0}^{\infty} \alpha_{n} A^{n}
$$

converges. Since the exponential function and the hyperbolic sine/cosine functions are entire functions, each of the following matrix series converges:

$$
\begin{aligned}
e^{A} & :=\sum_{n=0}^{\infty} \frac{1}{n!} A^{n}, \\
\sinh (A) & :=\sum_{n=0}^{\infty} \frac{1}{(2 n+1)!} A^{2 n+1}, \\
\cosh (A) & :=\sum_{n=0}^{\infty} \frac{1}{(2 n)!} A^{2 n} .
\end{aligned}
$$

Lemma 2 (see e.g., [15]). If $(X, Y)$ is a pair of commuting complex square matrices, then $e^{X+Y}=e^{X} e^{Y}$.

### 2.3 Matrix Convolution Product

In what follows, let $\Omega$ be any interval of the form $[0, \infty)$ or $[0, b]$ for some $b>0$. Recall that a matrix-valued function $A: \Omega \rightarrow M_{m, n}, A(t)=\left[a_{i j}(t)\right]$ is said to be integrable if the real-valued function $a_{i j}$ is integrable for each $i=1, \ldots, m$ and $j=1, \ldots, n$. The convolution of two integrable functions $f: \Omega \rightarrow \mathbb{R}$ and $g: \Omega \rightarrow \mathbb{R}$ is defined by

$$
(f * g)(t)=\int_{0}^{t} f(\tau) g(t-\tau) d \tau, \quad t \in \Omega
$$

Definition 1. The (usual) convolution product of two integrable matrix-valued functions $A: \Omega \rightarrow M_{m, n}, A(t)=\left[a_{i j}(t)\right]$ and $B: \Omega \rightarrow M_{n, p}, B(t)=\left[b_{i j}(t)\right]$ is defined to be the matrix-valued
function $A * B: \Omega \rightarrow M_{m, p}$,

$$
(A * B)(t)=\left[\sum_{k=1}^{n} a_{i k}(t) * b_{k j}(t)\right] \in M_{m, p}, \quad \text { for each } t \in \Omega .
$$

For convenience, we may write $A(t) * B(t)$ instead of $(A * B)(t)$.
See more information about matrix convolution product in [4, 9].

## 3. Main Results

In this section, we investigate a system of coupled non-homogeneous linear matrix differential equations. By applying the diagonal extraction operator, this system is reduced to a simple vector-matrix differential equation. Under certain assumptions of constant matrices, an explicit formula of the general solution is obtained in terms of matrix convolution product and elementary matrix functions. Moreover, we discuss certain special cases of the main system when initial conditions are imposed. In such case, its solution is uniquely determined.

To begin with, we consider the general system (2).
Lemma 3. The general solution of the system (2) satisfies

$$
\left[\begin{array}{l}
\operatorname{Vecd} X(t)  \tag{3}\\
\operatorname{Vecd} Y(t)
\end{array}\right]=e^{\left(t-t_{0}\right) Q}\left[\begin{array}{l}
\operatorname{Vecd} X\left(t_{0}\right) \\
\operatorname{Vecd} Y\left(t_{0}\right)
\end{array}\right]+e^{\left(t-t_{0}\right) Q} *\left[\begin{array}{l}
\operatorname{Vecd} U(t) \\
\operatorname{Vecd} V(t)
\end{array}\right],
$$

where $Q=\left[\begin{array}{ll}A \circ B^{T} & C \circ D^{T} \\ E \circ F^{T} & G \circ H^{T}\end{array}\right]$.
Proof. From the system (2), we obtain by Lemma 1 that

$$
\begin{aligned}
\operatorname{Vecd} X^{\prime}(t) & =\operatorname{Vecd}\{A X(t) B+C Y(t) D+U(t)\} \\
& =\left(A \circ B^{T}\right) \operatorname{Vecd} X(t)+\left(C \circ D^{T}\right) \operatorname{Vecd} Y(t)+\operatorname{Vecd} U(t), \\
\operatorname{Vecd} Y^{\prime}(t) & =\operatorname{Vecd}\{E X(t) F+G Y(t) H+V(t)\} \\
& =\left(E \circ F^{T}\right) \operatorname{Vecd} X(t)+\left(G \circ H^{T}\right) \operatorname{Vecd} Y(t)+\operatorname{Vecd} V(t) .
\end{aligned}
$$

By denoting

$$
z(t)=\left[\begin{array}{l}
\operatorname{Vecd} X(t) \\
\operatorname{Vecd} Y(t)
\end{array}\right] \quad \text { and } \quad w(t)=\left[\begin{array}{l}
\operatorname{Vecd} U(t) \\
\operatorname{Vecd} V(t)
\end{array}\right],
$$

we have $z^{\prime}(t)=Q z(t)+w(t)$. Hence, we get

$$
z(t)=e^{\left(t-t_{0}\right) Q} z\left(t_{0}\right)+e^{\left(t-t_{0}\right) Q} * w(t),
$$

and the formula (3) follows.
The following lemma is useful for deriving an explicit formula of the solution in the main theorem.

Lemma 4. For any $A \in M_{n}$ and $B \in M_{m}$, we have

$$
e^{\left[\begin{array}{cc}
0 & A  \tag{4}\\
B & 0
\end{array}\right]}=\left[\begin{array}{ll}
\cosh (A) & \sinh (A) \\
\sinh (B) & \cosh (B)
\end{array}\right] .
$$

Proof. Standard techniques in matrix analysis reveal that

$$
\begin{aligned}
e^{\left[\begin{array}{ll}
0 & A \\
B & 0
\end{array}\right]} & =\sum_{k \text { is even }} \frac{1}{k!}\left[\begin{array}{cc}
A^{k} & 0 \\
0 & B^{k}
\end{array}\right]+\sum_{k \text { is odd }} \frac{1}{k!}\left[\begin{array}{cc}
0 & A^{k} \\
B^{k} & 0
\end{array}\right] \\
& =\left[\begin{array}{cc}
\sum_{k \text { is even }} \frac{1}{k!} A^{k} & \sum_{k \text { is odd }} \frac{1}{k!} A^{k} \\
\sum_{k \text { is odd }} \frac{1}{k!} B^{k} & \sum_{k \text { is even }} \frac{1}{k!} B^{k}
\end{array}\right] \\
& =\frac{1}{2}\left[\begin{array}{cc}
\sum_{k=0}^{\infty} \frac{\left(1+(-1)^{k}\right) A^{k}}{k!} & \sum_{k=0}^{\infty} \frac{\left(1-(-1)^{k}\right) A^{k}}{k!} \\
\sum_{k=0}^{\infty} \frac{(1-(-1) k) B^{k}}{k!} & \sum_{k=0}^{\infty} \frac{\left(1+(-1)^{k}\right) B^{k}}{k!}
\end{array}\right]=\left[\begin{array}{ll}
\cosh (A) & \sinh (A) \\
\sinh (B) & \cosh (B)
\end{array}\right] .
\end{aligned}
$$

From now on, let $A, B, C, D, E, F \in M_{n}$ be given matrices. We wish to solve certain systems of linear matrix differential equations. In these problems, we are given integrable matrix-valued functions $U, V: \Omega \rightarrow M_{n}$. Unknown matrix-valued functions $X, Y: \Omega \rightarrow M_{n}$ are assumed to be integrable and diagonal.

Theorem 1. Assume that

$$
\begin{align*}
& \left(A \circ B^{T}\right)\left(C \circ D^{T}\right)=\left(C \circ D^{T}\right)\left(A^{T} \circ B\right), \\
& \left(A^{T} \circ B\right)\left(C^{T} \circ D\right)=\left(C^{T} \circ D\right)\left(A \circ B^{T}\right) \tag{5}
\end{align*}
$$

Then the general solution of the following non-homogeneous system

$$
\begin{align*}
& X^{\prime}(t)=A X(t) B+C Y(t) D+U(t),  \tag{6}\\
& Y^{\prime}(t)=D X(t) C+B Y(t) A+V(t)
\end{align*}
$$

is given by

$$
\begin{align*}
\operatorname{Vecd} X(t)= & e^{\left(t-t_{0}\right)\left(A \circ B^{T}\right)}\left\{P_{1}(t) \operatorname{Vecd} X\left(t_{0}\right)+P_{2}(t) \operatorname{Vecd} Y\left(t_{0}\right)\right. \\
& \left.+P_{1}(t) * \operatorname{Vecd} U(t)+P_{2}(t) * \operatorname{Vecd} V(t)\right\} \\
\operatorname{Vecd} Y(t)= & e^{\left(t-t_{0}\right)\left(A^{T} \circ B\right)}\left\{P_{2}(t)^{T} \operatorname{Vecd} X\left(t_{0}\right)+P_{1}(t)^{T} \operatorname{Vecd} Y\left(t_{0}\right)\right.  \tag{7}\\
& \left.+P_{2}(t)^{T} * \operatorname{Vecd} U(t)+P_{1}(t)^{T} * \operatorname{Vecd} V(t)\right\} .
\end{align*}
$$

Here, $P_{1}(t)=\cosh \left(t-t_{0}\right)\left(C \circ D^{T}\right)$ and $P_{2}(t)=\sinh \left(t-t_{0}\right)\left(C \circ D^{T}\right)$.
Proof. For simplicity, let us denote

$$
z(t)=\left[\begin{array}{l}
\operatorname{Vecd} X(t) \\
\operatorname{Vecd} Y(t)
\end{array}\right], \quad w(t)=\left[\begin{array}{l}
\operatorname{Vecd} U(t) \\
\operatorname{Vecd} V(t)
\end{array}\right] .
$$

By Lemma 3, the general solution of the system (6) is given by

$$
z(t)=e^{\left(t-t_{0}\right) Q} z\left(t_{0}\right)+e^{\left(t-t_{0}\right) Q} * w(t) .
$$

In order to obtain an explicit formula of $e^{\left(t-t_{0}\right) Q}$, denote

$$
R=\left[\begin{array}{cc}
A \circ B^{T} & 0 \\
0 & A^{T} \circ B
\end{array}\right] \quad \text { and } \quad S=\left[\begin{array}{cc}
0 & C \circ D^{T} \\
C^{T} \circ D & 0
\end{array}\right]
$$

Observe that

$$
R S=\left[\begin{array}{cc}
0 & \left(A \circ B^{T}\right)\left(C \circ D^{T}\right) \\
\left(A^{T} \circ B\right)\left(C^{T} \circ D\right) & 0
\end{array}\right], \quad S R=\left[\begin{array}{cc}
0 & \left(C \circ D^{T}\right)\left(A^{T} \circ B\right) \\
\left(C^{T} \circ D\right)\left(A \circ B^{T}\right) & 0
\end{array}\right] .
$$

The assumption (5) now implies that $R S=S R$. Since $Q=R+S$, it follows from Lemmas 2 and 4 that

$$
\begin{aligned}
e^{\left(t-t_{0}\right) Q} & =e^{\left(t-t_{0}\right) R} e^{\left(t-t_{0}\right) S} \\
& =\left[\begin{array}{cc}
e^{\left(t-t_{0}\right)\left(A \circ B^{T}\right)} & 0 \\
0 & e^{\left(t-t_{0}\right)\left(A^{T} \circ B\right)}
\end{array}\right]\left[\begin{array}{cc}
P_{1}(t) & P_{2}(t) \\
P_{2}(t)^{T} & P_{1}(t)^{T}
\end{array}\right] \\
& =\left[\begin{array}{cc}
e^{\left(t-t_{0}\right)\left(A \circ B^{T}\right)} P_{1}(t) & e^{\left(t-t_{0}\right)\left(A \circ B^{T}\right)} P_{2}(t) \\
e^{\left(t-t_{0}\right)\left(A^{T} \circ B\right)} P_{2}(t)^{T} & e^{\left(t-t_{0}\right)\left(A^{T} \circ B\right)} P_{1}(t)^{T}
\end{array}\right] .
\end{aligned}
$$

Thus, an explicit formula for $e^{\left(t-t_{0}\right) Q} * w(t)$ is given by

$$
\left[\begin{array}{c}
e^{\left(t-t_{0}\right)\left(A \circ B^{T}\right)}\left\{P_{1}(t) * \operatorname{Vecd} U(t)+P_{2}(t) * \operatorname{Vecd} V(t)\right\} \\
e^{\left(t-t_{0}\right)\left(A^{T} \circ B\right)}\left\{P_{2}(t)^{T} * \operatorname{Vecd} U(t)+P_{1}(t)^{T} * \operatorname{Vecd} V(t)\right\}
\end{array}\right]
$$

Therefore, the general solution of the system (6) is given by (7)
Once we know $\operatorname{Vecd} X(t)$, we can obtain $X(t)$ due to the injectivity of the diagonal extraction operator. When $U(t)=V(t)=0$, the system (6) becomes a homogeneous one, and its general solution is simplified to
$\operatorname{Vecd} X(t)=e^{\left(t-t_{0}\right)\left(A \circ B^{T}\right)}\left\{\left[\cosh \left(t-t_{0}\right)\left(C \circ D^{T}\right)\right] \operatorname{Vecd} X\left(t_{0}\right)+\left[\sinh \left(t-t_{0}\right)\left(C \circ D^{T}\right)\right] \operatorname{Vecd} Y\left(t_{0}\right)\right\}$,
$\operatorname{Vecd} Y(t)=e^{\left(t-t_{0}\right)\left(A^{T} \circ B\right)}\left\{\left[\sinh \left(t-t_{0}\right)\left(C^{T} \circ D\right)\right] \operatorname{Vecd} X\left(t_{0}\right)+\left[\cosh \left(t-t_{0}\right)\left(C^{T} \circ D\right)\right] \operatorname{Vecd} Y\left(t_{0}\right)\right\}$.
In the rest of paper, we discuss certain initial value problems related to the system (7).
Corollary 1. The solution of the initial value problem

$$
\begin{aligned}
& X^{\prime}(t)=X(t)+C Y(t) D+U(t), \\
& Y^{\prime}(t)=D X(t) C+Y(t)+V(t), \\
& X(0)=E, Y(0)=F
\end{aligned}
$$

is given by

$$
\begin{aligned}
\operatorname{Vecd} X(t)= & e^{t}\left\{\left[\cosh t\left(C \circ D^{T}\right)\right] \operatorname{Vecd} E+\left[\sinh t\left(C \circ D^{T}\right)\right] \operatorname{Vecd} F\right. \\
& \left.+\left[\cosh t\left(C \circ D^{T}\right)\right] * \operatorname{Vecd} U(t)+\left[\sinh t\left(C \circ D^{T}\right)\right] * \operatorname{Vecd} V(t)\right\} \\
\operatorname{Vecd} Y(t)= & e^{t}\left\{\left[\sinh t\left(C^{T} \circ D\right)\right] \operatorname{Vecd} E+\left[\cosh t\left(C^{T} \circ D\right)\right] \operatorname{Vecd} F\right. \\
& \left.+\left[\sinh t\left(C^{T} \circ D\right)\right] * \operatorname{Vecd} U(t)+\left[\cosh t\left(C^{T} \circ D\right)\right] * \operatorname{Vecd} V(t)\right\} .
\end{aligned}
$$

Proof. This is a special case of Theorem 1 when $A=B=I_{n}$ and $t_{0}=0$.
Corollary 2. Assume that $\left(A^{T} \circ A\right)\left(D \circ I_{n}\right)=\left(D \circ I_{n}\right)\left(A^{T} \circ A\right)$. Then, the solution of the initial value problem

$$
\begin{aligned}
& X^{\prime}(t)=A X(t) A+Y(t) D+U(t), \\
& Y^{\prime}(t)=D X(t)+A Y(t) A+V(t), \\
& X(0)=E, Y(0)=F
\end{aligned}
$$

is given by

$$
\operatorname{Vecd} X(t)=e^{t\left(A^{\left.T_{\circ} A\right)}\right.}\left\{K_{1}(t) \operatorname{Vecd} E+K_{2}(t) \operatorname{Vecd} F+K_{1}(t) * \operatorname{Vecd} U(t)+K_{2}(t) * \operatorname{Vecd} V(t)\right\}
$$

$$
\operatorname{Vecd} Y(t)=e^{t\left(A^{T_{\circ}} \circ\right)}\left\{K_{2}(t) \operatorname{Vecd} E+K_{1}(t) \operatorname{Vecd} F+K_{2}(t) * \operatorname{Vecd} U(t)+K_{1}(t) * \operatorname{Vecd} V(t)\right\} .
$$

Here, $K_{1}(t)=\operatorname{diag}\left(\cosh t c_{11}, \ldots, \cosh t c_{n n}\right)$ and $K_{2}(t)=\operatorname{diag}\left(\sinh t c_{11}, \ldots, \sinh t c_{n n}\right)$.
Proof. This is a special case of Theorem 1 when $A=B, C=I_{n}$ and $t_{0}=0$. Note that $\cosh t\left(D \circ I_{n}\right)=K_{1}(t)$ and $\sinh t\left(D \circ I_{n}\right)=K_{2}(t)$.

Corollary 3. Assume that $\left(A^{T} \circ A\right)\left(I_{n} \circ C\right)=\left(I_{n} \circ C\right)\left(A^{T} \circ A\right)$. Then, the solution of the initial value problem

$$
\begin{aligned}
& X^{\prime}(t)=A X(t) A+C Y(t)+U(t), \\
& Y^{\prime}(t)=X(t) C+A Y(t) A+V(t), \\
& X(0)=E, Y(0)=F
\end{aligned}
$$

is given by

$$
\begin{aligned}
& \operatorname{Vecd} X(t)=e^{t\left(A^{T} \circ A\right)}\left\{K_{1}(t) \operatorname{Vecd} E+K_{2}(t) \operatorname{Vecd} F+K_{1}(t) * \operatorname{Vecd} U(t)+K_{2}(t) * \operatorname{Vecd} V(t)\right\}, \\
& \operatorname{Vecd} Y(t)=e^{t\left(A^{T} \circ A\right)}\left\{K_{2}(t) \operatorname{Vecd} E+K_{1}(t) \operatorname{Vecd} F+K_{2}(t) * \operatorname{Vecd} U(t)+K_{1}(t) * \operatorname{Vecd} V(t)\right\} .
\end{aligned}
$$

Here, $K_{1}(t)$ and $K_{2}(t)$ are defined as in the previous corollary.
Proof. This is a special case of Theorem 1 when $A=B, D=I_{n}$ and $t_{0}=0$. Note that $\cosh t\left(C \circ I_{n}\right)=K_{1}(t)$ and $\sinh t\left(C \circ I_{n}\right)=K_{2}(t)$.

Corollary 4. The solution of the initial value problem

$$
\begin{aligned}
& X^{\prime}(t)=C Y(t)+U(t), \\
& Y^{\prime}(t)=X(t) C+V(t), \\
& X(0)=E, Y(0)=F
\end{aligned}
$$

is given by

$$
\begin{aligned}
& \operatorname{Vecd} X(t)=K_{1}(t) \operatorname{Vecd} E+K_{2}(t) \operatorname{Vecd} F+K_{1}(t) * \operatorname{Vecd} U(t)+K_{2}(t) * \operatorname{Vecd} V(t), \\
& \operatorname{Vecd} Y(t)=K_{2}(t) \operatorname{Vecd} E+K_{1}(t) \operatorname{Vecd} F+K_{2}(t) * \operatorname{Vecd} U(t)+K_{1}(t) * \operatorname{Vecd} V(t)
\end{aligned}
$$

Here, $K_{1}(t)=\operatorname{diag}\left(\cosh t c_{11}, \ldots, \cosh t c_{n n}\right)$ and $K_{2}(t)=\operatorname{diag}\left(\sinh t c_{11}, \ldots, \sinh t c_{n n}\right)$.
Proof. This is a special case of Corollary 3 when $A=0$.

## 4. Conclusion

We investigate the following system of coupled non-homogeneous linear matrix differential equations:

$$
X^{\prime}(t)=A X(t) B+C Y(t) D+U(t), \quad Y^{\prime}(t)=D X(t) C+B Y(t) A+V(t),
$$

where $\left(A \circ B^{T}\right)\left(C \circ D^{T}\right)=\left(C \circ D^{T}\right)\left(A^{T} \circ B\right)$ and $\left(A^{T} \circ B\right)\left(C^{T} \circ D\right)=\left(C^{T} \circ D\right)\left(A \circ B^{T}\right)$. We obtain an explicit formula of the general solution of this system in terms of the matrix convolution product, the diagonal extraction operator, and elementary matrix functions as follows:

$$
\operatorname{Vecd} X(t)=e^{\left(t-t_{0}\right)\left(A \circ B^{T}\right)}\left\{P_{1}(t) \operatorname{Vecd} X\left(t_{0}\right)+P_{2}(t) \operatorname{Vecd} Y\left(t_{0}\right)\right.
$$

$$
\begin{aligned}
& \left.+P_{1}(t) * \operatorname{Vecd} U(t)+P_{2}(t) * \operatorname{Vecd} V(t)\right\} \\
\operatorname{Vecd} Y(t)= & e^{\left(t-t_{0}\right)\left(A^{T} \circ B\right)}\left\{P_{2}(t)^{T} \operatorname{Vecd} X\left(t_{0}\right)+P_{1}(t)^{T} \operatorname{Vecd} Y\left(t_{0}\right)\right. \\
& \left.+P_{2}(t)^{T} * \operatorname{Vecd} U(t)+P_{1}(t)^{T} * \operatorname{Vecd} V(t)\right\}
\end{aligned}
$$

Here, $P_{1}(t)=\cosh \left(t-t_{0}\right)\left(C \circ D^{T}\right)$ and $P_{2}(t)=\sinh \left(t-t_{0}\right)\left(C \circ D^{T}\right)$. In particular, many interesting special cases of the main system are studied.
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