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Abstract. Fast compressive tracking algorithm performs more effective and robust than some other
state-of-art tracking algorithm, it crop samples from the current frame, all these samples have
the same weighted in learning procedure, in order to integrates the sample importance into the
learning procedure, motived by the weighted multiple instance learning algorithm, we present a novel
enhanced fast compressive tracking, which integrates the samples importance into learning procedure.
Experimental results on various benchmark video sequences demonstrate the superior performance of
our algorithm.
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1. Introduction

Object tracking is a well-studied problem in computer vision and has many practical applications,
e.g., automated surveillance, video indexing, traffic monitoring, human computer interaction,
and vehicle navigation, etc. During past decades, various algorithms have been proposed to
tackle this problem, but it still has many challenging factors, such as illumination changes,
occlusions, pose, motion, appearance changes, and real time processing requirements, may
affect the performance of these methods [15]. An effective appearance model is very important
for a successful tracking algorithm. Tracking algorithm can be generally categorized as either
generative [9–11] or discriminative [2,7] based on their appearance models.
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Generative tracking algorithms learn a template to represent the target object, then use it
to search for the smallest area of the image reconstruction error. The IVT algorithm [11] utilizes
an incremental subspace model to adapt appearance changes. Sparse representation also has
been used in the `1-tracker where an object is modeled by a sparse linear combination of target
and trivial templates [10]. Li et al. [9] further extend the `1-tracker by using the orthogonal
matching pursuit algorithm for solving the optimization problems efficiently. There are still
some problems that remain to be solved, although these generative tracking algorithms have
made great progress. First, these generative tracking algorithms do not use the background
information which is likely to improve tracking stability and accuracy. On the other hand, the
drift problems is likely to occur if the appearance model of the target has large number of
changes during continuous frames at the outset. Because it is often assumed that the target is
not changed much during that time.

Discriminative models, that are also called tracking-by-detection methods, pose the tracking
problem as a binary classification task in order to find the decision boundary for separating the
target object from the background. In [1], S. Avidan utilized boosting methods to train a strong
classifier and then used mean shift method to find the location with maximum classifier score at
each frame. Motivated by using Haar features to represent faces andutilizing Adaboost methods
to train classifiers in [13], H. Grabner et al. presented OAB [7] and SemiT [8] algorithms based
on the online features selection. In [2], an online Multiple Instance Learning (MIL) algorithm is
proposed, which uses multiple positive samples and negative ones to train classifiers. Weighted
Multiple Instance Learning (WMIL), as improved MIL tracker, is introduced by [16]. Compressive
Tracking (CT) [17] finds a sparse measurement matrix to extract features of positive samples
and negative ones, after dimensionality reduction, a binary classifier is trained to distinguish
foreground and background. K. Zhang [18] propose an effective and efficient tracking algorithm
with an appearance model based on features extracted in the compressed domain. They use
a very sparse measurement matrix that satisfies the Restricted Isometry Property (RIP) in
compressive sensing theory, there by facilitating efficient projection from the image feature
space to a low-dimensional compressed subspace. For tracking, the positive and negative
samples are projected with the same sparse measurement matrix and discriminated by a simple
naive Bayes classifier learned online. This algorithm is also named fast compressive tracking,
that is FCT.

Although FCT performs more effective and robust than some other state-of-art tracking
algorithm, it still utilizes positive samples of current frame to train classifier. However, these
positive samples do not discriminatively consider the importance in its learning procedure.
Motivated by the idea of WMIL, in this paper, we proposed a weighted instances learning fast
compressive tracking algorithm. The paper is organized as follows: in Section 2, we introduce the
related works of WMIL and FCT algorithm. Section 3 describe our tracking systems. Section 4
gives the detailed experiment setup and results. Finally, Section 5 concludes the paper.
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2. Preliminaries

The basic flow of MILTrack algorithm is as follows. When a new frames comes, a set of image
patches that are close to the location of tracking object in the last frame are cropped out.
A greedy strategy is used to find a best image patch as tracker location from the set with the
MIL classifier. After locating the object, weak classifiers are updated by training data in the
form of bags. Then, appearance model is updated with MILBoost algorithm.

Unlike traditional supervised learning algorithm, Multiple Instance Learning represents the
training examples in bags {(X1,Y1), (X2,Y2), . . . , (Xn,Yn)}, where X i = {(xi1, xi2, . . . , xim)}, is a bag
and yi is the label of X i , xi j is an instance in X i . If a bag contains at least one positive instance,
it is labeled positive, otherwise labeled negative. MILBoost [12] is used to solve MIL problem in
MILTrack algorithm. MILTrack uses randomly generated Haar-like features to represent image
patch, which can be computed fast with integral image trick, and weak classifiers are based on
Bayes model. In order to integrates the samples importance into the learning procedure, a new
bag probability function that combines the weighted instance probability: the weight for the
instance near the object location is larger than that far from the object location which means
the instance near the object location contributes larger to the bag probability is proposed, which
named Weighted Multiple Instance Learning (WMIL). From the compressed sensing theory [5],
for a measurement matrix R ∈ Rn×m (n ¿ m), if we want to use R to compress high-dimensional
signals x (high-dimensional signals are compressible, such as image, video, audio etc.) to
low signals, while the low-dimensional signal can contain almost all the information in the x,
Rshould satisfy the sparse and Restricted Isometry Property (RIP). Baraniuk et al. [4] proved
that the random matrix satisfying the Johnson-Lindenstrauss lemma also holds true for the
restricted isometry property in compressive sensing. Therefore, if the random matrix R in (2.1)
satisfies the Johnson-Lindenstrauss lemma, it can reconstruct x with minimum error from v
with high probability if x is compressive such as audio or image.

v = Rx . (2.1)

For each sample Z ∈ Rw×h, its multiscale representation is constructed Z by convolving with a
set of rectangle filters at multiple scales {h1,1, . . . ,hw,h}, defined as

hi, j(x, y)=
{

1, 1≤ x ≤ i, 1≤ y≤ j,

0, otherwise ,
(2.2)

where i and j are the width and height of a rectangle filter, respectively. In [18], a random
Gaussian matrix R ∈ Rn×m, which is a typical matrix satisfying Restricted Isometry Property
(RIP), is utilized to reduce the dimensionality. The entries in R are defined as

r i j =
p

s×


1 with probability 1

2s ,

0 with probability 1− 1
s (3) ,

−1 with probability 1
2s .

(2.3)

The random measurement matrix R used to be computed only once offline and remains fixed
throughout the tracking process. After calculating the features, updating the classifier with
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these features is followed. Diaconis and Freedman [3] showed that the random projections of
high dimensional random vectors are almost always Gaussian. Therefore, µ and σ can be used
to simulate the random features of rectangular distribution after projection using the equation
(2.5), where y= 1 means positive samples, y= 0 means negative samples.p(vi | y= 1)∼ N(µ1

i ,σ1
i ) ,

p(vi | y= 0)∼ N(µ0
i ,σ0

i ) .
(2.4)

The scale parameters in (2.3) are incrementally updated
µ1

i ←λµ1
i + (1−λ)µ1 ,

σ1
i ←

√
λ(σ1

i )2 + (1−λ)(σ1)2 +λ(1−λ)(µ1
i −µ1)2 ,

(2.5)


σ1 =

√
1
n

n−1∑
k=0,y=1

(vi(k)−µ1)2 ,

µ1 = 1
n

n−1∑
k=0,y=1

vi(k) ,

(2.6)

H(v)= log


n∏

i=1
p(vi | y= 1) p(y= 1)

n∏
i=1

p(vi | y= 0) p(y= 0)

=
n∑

i=1
log

(
p(vi | y= 1)
p(vi | y= 0)

)
. (2.7)

By integrating the equation (2.5) and (2.6) to update the classifier, the λ > 0 is a learning
parameter. A coarse-to-fine search strategy is adopted to further reduce the computational
complexity in the detection procedure.

3. Proposed Algorithm

We assume that the tracking window in the first frame has been determined. At each frame,
we sample some positive samples near the current target location and negative samples far
away from the object center to update the classifier. To predict the object location in the next
frame, we draw some samples around the current target location and determine the one with
the maximal classification score. Obviously, the FCT tracking algorithm do not considered the
sample importance into the learning procedure, motived by the idea of WMIL, we combination
the sample importance into FCT tracking algorithm based on the fact that the weight for
instance near the object location is larger than that far from the object location. The main steps
of our algorithm are summarized in Algorithm 1. Let `t(x) ∈ R2 denote the location of sample x
at the t-th frame.

Algorithm 1 (The proposed algorithm).

Input: t-th video frame

Output: Tracking location `t(x∗) and classifier parameters
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1. Coarsely sample a set of image patches that is positive samples in Dγc ={Z | ‖`(Z)−`t−1‖<γc},
where `t−1 is the tracking location at the (t−1)th frame by shifting a number of pixels ∆c.

2. Randomly crop some negative samples from set X ζ,β = {x | ζ < ‖`t(x)−`t(x0)‖ < β}, where
γc < ζ<β.

3. Extract the feature vector v(Z) with low-dimensionality.

4. Use the classifier H in (2.7) to each feature vector v(Z) and find the tracking location `′t with
the maximal classifier response.

5. Finely sample a set of image patches in Dγ f = {Z | ‖`(Z)−`′t‖ < γ f } by shifting a number of
pixels ∆ f , and extract the feature vector v(Z) with low dimensionality.

6. Use the classifier H in (2.7) to each feature vector v(Z) and find the tracking location `t with
the maximal classifier response.

7. Sample two sets of image patches Dα={Z | ‖`(Z)−`t‖<α} and Dζ,β={Z | ζ<‖`t(x)−`t(x∗)‖<β},
with α< ζ<β and extract the feature vector v(Z) with these two sets of samples.

8. Update the classifier parameters according to (2.5).

4. Experiments

4.1 Parameters Setting

We assume that the tracking window in the first frame has been determined. Given the target
location at the current frame, the search radius for drawing positive samples α is set to 4 which
generate 45 positive samples. The inner ζ and out radii β for Dζ,β the set that generate negative
samples are set to 8 and 30, respectively. In addition, 50 negative samples are randomly selected
from the set Dζ,β. The search radius γc for the set Dγc to coarsely detect the object location is
25 and the shifting step ∆c is 4. The radius γ f for the set Dγ f to fine-grained search is set to
10 and the shifting step ∆ f is set to 1. The dimensionality of projected space n is set to 100,
and the learning parameter λ is set to 0.85. All of the parameters are set the same as the FCT
tracking algorithm.

4.2 Experimental Results

All the video clips are publicly available (all of the sequences can be download on [14]). David2
sequence and Sylvester sequence are used to test the scale, illumination and pose changes,
walking sequence and Faceocc2 sequence are for self-occlusions or particle occlusions, Tiger1
and Tiger2 sequences are used for comprise illumination, pose variations, motion blur, and
particle occlusion at the same time which make them very challenging. Lemming sequence is
used for test the clutter. For fair comparison, we use the source or the binary codes provided by
the authors with tuned parameters for the best performance. We use two metrics to evaluate
the performance of our tracking method, that is Success Rate (SR) and Center Location Error
(CLE) which are used in FCT tracking algorithm. The success rate is used in the PASCAL VOC
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challenge [6] defined as, score= area(ROIT∩ROIG )
area(ROIT∪ROIG ) , where ROIT is the tracking bounding box and

ROIG is the ground truth bounding box.

If the score is larger than 0.5 in one frame, the tracking result is considered as success. In
this paper, the ROIT and ROIGare present by its area. Table 1 shows the tracking results in
terms of success rate. The center location error is defined as the Euclidean distance between the
central locations of the tracked objects and the manually labeled ground truth. Table 2 shows
the average tracking errors of all methods.

Table 1. The success rate

Sequence TFrames Ours-FF CT-FF WMIL-FF FCT-FF

Tiger1 353 3 77 32 3
Tiger2 364 20 48 28 18
Walking 411 80 68 50 116
David2 536 40 10 3 58
Sylvester 1000 7 9 63 15
Faceocc2 813 0 0 2 0
Lemming 299 20 29 0 21
A-SR – 24.2 34.4 25.4 33

Table 2. Center location error

Sequence TFrames Ours CT WMIL FCT
Tiger1 353 22.0 37.0 24.0 22.4
Tiger2 364 27.0 47.4 31.0 37.7
Walking 411 30.1 22.5 38.0 28.9
David2 536 15.9 20.0 7.1 16.9
Sylvester 1000 8.6 9.0 9.1 8.5
Faceocc2 813 16.3 7.3 16.0 16.3
Lemming 299 30.3 22.0 39.0 24.3
A-CLE – 21.4 23.6 23.4 22.1

Figure 1
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Figure 1 shows the error plots of OUR algorithm, CT algorithm, FCT algorithm, and WMIL
algorithm applied to the lemming, Tiger2 and Sylvester tested sequences.

According to the experimental results showed by Table 1, Table 2 and Figure 1, we can
observe that our algorithm achieves the superior performance for most of test sequences in
terms of the illumination, clutter and blurs motion. Compared with other state-of-art algorithm,
our algorithm is more robust and effective.

5. Conclusion

In this paper, motivated by the weighted multiple instance learning tracking algorithm, in order
to integrates the samples importance into the learning procedure, we fusion the bag probability
function that combination the weighted instance probability into fast compressive tracking
algorithm to improve the tracking performance. Experimental results on many challenge video
clips, compared with fast compressive tracking algorithm, compressive tracking algorithm and
the weighted multiple instance tracking algorithm which are more robust and effective than
other state-of-art tracking algorithms, showed that our method is robust and effective to handle
clutter, blue motion, and easier to achieve stable and accurate tracking results.
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