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#### Abstract

This paper explores the following problem: Let $A=(A,+, \cdot)$ and $E=(E,+, \cdot)$ be duo binary systems. Let $S=(S,+, \cdot)$ be a subsystem of $A$. Under what conditions can a homomorphism $p: S \rightarrow E$ be extended to a homomorphism $P: A \rightarrow E$ and how?
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## 1. Introduction

This paper needs the following definitions and results:
Definition 1. A duo binary system (termed "bigroupoid" in [6]) is a set $A$ together with two binary operations defined on it, conventionally denoted as addition (+) and multiplication (.). It is written as $A=(A,+, \cdot)$ where

$$
\begin{equation*}
a+b \in A, \quad a \cdot b \in A \tag{1.1}
\end{equation*}
$$

for all $a, b \in A$.
Rings and fields are some of the well-known examples of Duo Binary systems contrasting the Mono Binary systems [4] like semigroups, monoids and groups.

A distributive duo binary system is called a ringoid. Its formal definition is as follows:

[^0]Definition 2 ([6]). A duo binary system $A=(A,+, \cdot)$ is said to be a Ringoid if the binary operation ' $\because$ ' is distributive over the binary operation ' + ' in the sense that

$$
\begin{equation*}
a(b+c)=a b+a c, \quad(b+c) a=b a+c a \tag{1.2}
\end{equation*}
$$

for all $a, b, c \in A$. A ringoid $A=(A,+, \cdot)$ will be abelian if the binary operation ' $\because$ ' is commutative in $A$ and it will be known as a ringoid with unity if there exists in $A$, the neutral element with respect to the second binary operation ' $\because$ '. Accordingly an Abelian ringoid with unity can also be defined. Note that a ringoid can be empty also.

Definition 3 ([6]). A duo binary system $A=(A,+, \cdot)$ is said to be semiring if $(A,+)$ is an Abelian semigroup and ( $A, \cdot$ ) is a semigroup while the binary operation ' $\cdot$ ' is distributive over the binary operation ' + ' in the sense of (1.2). Further, a semiring $A=(A,+, \cdot)$ is termed as Abelian if the second binary operation ' $\because$ ' is also commutative in $A$. Moreover, the semiring $A=(A,+, \cdot)$ is said to be a semiring with unity if there exists in $A$, the identity (neutral) element in $A$ with respect to the second binary operation ' $\because$ '. Accordingly, an Abelian semiring with unity can be defined.

Note that a semiring can be empty also, and a semiring is essentially a ringoid but a ringoid may or may not be a semiring.

Definition 4. A duo binary system $A=(A,+, \cdot)$ will be termed as a Ringnoid if $(A,+)$ is an Abelian Monoid and $(A, \cdot)$ is just a Monoid while the binary operation ' $\because$ ' is distributive over the binary operation ' + ' in the sense of (1.2). Further a ringnoid $A=(A,+, \cdot)$ will be termed as an Abelian ringnoid if the binary operation ' $\because$ ' is also commutative in $A$.

## Some Examples

(i) Let $N$ denote the set of all natural numbers (positive integers). Let ' + ' and '‘' denote the usual addition and multiplication of natural numbers. Then $N=(N,+, \cdot)$ forms a duo binary system which happens to be an Abelian semiring with unity. The set $W=N \cup\{0\}$ forms an Abelian Ringnoid. Note that ( $N,+, \cdot$ ) is not a ringnoid. It is a ringoid.
(ii) Let $A=\{(a, b, c): a \in W, b \in W, c \in W\}$ be the set of all ordered triples where $W=N \cup\{0\}$. In other words the elements $a, b, c$ are non-negative integers.

Define, for $a, b, c, d, e, f$ in $W$,

$$
\begin{equation*}
(a, b, c)=(d, e, f) \text { if } a=d, b=e, c=f . \tag{1.3}
\end{equation*}
$$

Define binary operations $\oplus$ and $\odot$ on $A$ [5] as under:

$$
\begin{align*}
& (a, b, c) \oplus(d, e, f)=(a+d, b+e, c+f),  \tag{1.4}\\
& (a, b, c) \odot(d, e, f)=(a d, b d+c e, c f) \tag{1.5}
\end{align*}
$$

where the symbols ' + ' and ' $\cdot$ ' denote respectively the usual addition and multiplication of integers. It can be verified that $A=(A, \oplus, \odot)$ forms a duo binary system which happens to be a non-Abelian ringnoid with $(1,0,0)$ as it unity element for the simple reason that for elements $(0,1,0)$ and $(1,0,0)$ of $A$, we see that

$$
(0,1,0) \odot(1,0,0)=(0,1,0) \text { while }(1,0,0) \odot(0,1,0)=(0,0,0)
$$

that is

$$
(0,1,0) \odot(1,0,0) \neq(1,0,0) \odot(0,1,0) .
$$

(iii) Let $A$ be the set of all squared matrices each of order 2 described as

$$
A=\left\{\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right): a \in N, b \in N, c \in N, d \in N\right\},
$$

where $N$ denotes the set of all natural numbers. Let the binary operations $\oplus$ and $\odot$ respectively denote the binary operations of matrix-addition and matrix multiplication. Then $A=(A, \oplus, \odot)$ forms a non-Abelian semiring. In case, the elements $a, b, c \in W=N \cup\{0\}$, then $(A, \oplus, \odot)$ forms a duo binary system which happens to be a non-Abelian Ringnoid with unity $\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$.

Result 1 ([2], p. 265]). Let $S$ be a subsemigroup of an Abelian group $G$ such that $G$ is generated by $S$ in the form $G=S S^{-1}=\left\{x y^{-1}: x \in S, y \in S\right\}$. Let $f$ be a homomorphism of $S$ into an Abelian group $H$. Then there exists a unique extension $g: G \rightarrow H$ of the form

$$
\begin{equation*}
g\left(x y^{-1}\right)=f(x) f(y)^{-1} \tag{1.6a}
\end{equation*}
$$

for all $x \in S, y \in S$.
Result 2 ([2], p. 266]). Let $G, H$ be groups, $S$ be a subsemigroup of $G$ such that

$$
G=S S^{-1}=\left\{x y^{-1}: x \in S, y \in S\right\}
$$

and let $f$ be a homomorphism of $S$ into $H$. Then $f$ can be extended to a homomorphism $g$ of $G$ into $H$ in a unique way. Such an extension is of the form

$$
\begin{equation*}
g\left(x y^{-1}\right)=f(x) f(y)^{-1} \tag{1.6b}
\end{equation*}
$$

for all $x, y \in S$.
The paper deals with the following precise problem:
Let $A=(A,+, \cdot)$ and $E=(E,+, \cdot)$ be duo binary systems. Let $S=(S,+, \cdot)$ be a sub-system of $A$ and let $p: S \rightarrow E$ be a homomorphism in the sense that the mapping $p: S \rightarrow E$ satisfies the pair of equations [1]

$$
\begin{align*}
p(x+y) & =p(x)+p(y),  \tag{1.7}\\
p(x y) & =p(x) p(y), \tag{1.8}
\end{align*}
$$

for all $x \in S, y \in S$. Can the mapping $p: S \rightarrow E$ be extended to a mapping $P: A \rightarrow E$ such that

$$
\begin{align*}
P(x+y) & =P(x)+P(y),  \tag{1.9}\\
P(x y) & =P(x) P(y), \tag{1.10}
\end{align*}
$$

for all $x, y \in A$, and

$$
\begin{equation*}
P(x)=p(x), \tag{1.11}
\end{equation*}
$$

for $x \in S$ ?

If yes, under what conditions? What, then, are the corresponding forms of such extensions? Are such extensions uniquely determined?

The problem has been explored under the following three conditions:

1. The duo binary system $A=(A,+, \cdot)$ is a ring and the subsystem $S=(S,+, \cdot)$ is a subsemiring of $A$ such that $A$ is generated by $S$ in the form

$$
A=S-S=\{a-b: a \in S, b \in S\}
$$

where $-b$ denotes the negative of $b$ under the binary operation ' + '.
2. The duo binary system $A=(A,+, \cdot)$ is a field and its subsystem is a subring $B=(B,+, \cdot)$ such that $A$ is generated by $B$ in the form

$$
A=B B^{-1}=\left\{a b^{-1}: a \in B, b \in B\right\}, \quad b \neq 0_{A}
$$

where $b^{-1}$ denotes the inverse of $b$ under the binary operation ' $\because$ ', and $0_{A}$ denotes the zero of $A$.
3. The duo binary system $A=(A,+, \cdot)$ is a field and its subsystem $S=(S,+, \cdot)$ is its subsemiring. Suppose there exists a subring $B=(B,+, \cdot)$ of $A$ which contains $S$ such that $A$ is generated by $B$ in the form

$$
A=B B^{-1}=\left\{a b^{-1}: a \in B, b \in B\right\}
$$

while $B$ is itself generated by $S$ in the form

$$
A=S-S=\{a-b: a \in S, b \in S\} .
$$

## 2. Extension of Subsemiring Homomorphisms to Homomorphisms of Rings

Let $(A,+, \cdot)$ and $(E,+, \cdot)$ be rings. Let $(S,+, \cdot)$ be a subsemiring of $A$ such that $A$ is generated by $S$ in the form

$$
A=S-S=\{a-b: a \in S, b \in S\} .
$$

Let $p: S \rightarrow E$ be a subsemiring homomorphism given by (1.7) and (1.8).
Define a mapping $P: A \rightarrow E$ as

$$
\begin{equation*}
P(x)=P(a-b)=p(a)-p(b), \quad a \in S, b \in S \tag{2.1}
\end{equation*}
$$

for every $x \in A$ where $x=a-b$ for $a \in S, b \in S$.
We claim that $P: A \rightarrow E$ defined by (2.1) is well defined, and it satisfies (1.9), (1.10) and (1.11) for all $x, y$ in $A$.

Indeed, for $x=a-b, y=c-d, a, b, c, d \in S$,

$$
\begin{aligned}
x=y & \Rightarrow a-b=c-d \\
& \Rightarrow a+d=b+c \\
& \Rightarrow p(a+d)=p(b+c) \\
& \Rightarrow p(a)+p(d)=p(b)+p(c) \\
& \Rightarrow p(a)-p(b)=p(c)-p(d)
\end{aligned}
$$

$$
\begin{aligned}
& \Rightarrow P(a-b)=P(c-d) \\
& \Rightarrow P(x)=P(y) .
\end{aligned}
$$

Further,

$$
\begin{aligned}
P(x+y)=P[(a-b)+(c-d)] & =P[(a+c)-(b+d)] \\
=p(a+c)-p(b+d) & \Rightarrow p(a)-p(b)+p(c)-p(d) \\
& \Rightarrow P(a-b)+P(c-d) \\
& \Rightarrow P(x)+P(y) .
\end{aligned}
$$

$$
\begin{aligned}
P(x y) & =P[(a-b)(c-d)] \\
& =P[(a c+b d)-(a d+b c)] \\
& =p(a c+b d)-p(a d+b c) \\
& =p(a) p(c)+p(b) p(d)-p(a) p(d)-p(b) p(c) \\
& =[p(a)-p(b)][p(c)-p(d)] \\
& =P(a-b) P(c-d) \\
& =P(x) P(y) .
\end{aligned}
$$

Moreover, for an $x \in S$, we have

$$
\begin{aligned}
P(x) & =P(x+x-x) \\
& =p(x+x)-p(x)=p(x)+p(x)-p(x) \\
& =p(x) .
\end{aligned}
$$

Thus, the mapping $P: A \rightarrow E$ is well-defined by (2.1) and extends $p: S \rightarrow E$ in the sense of (1.9), (1.10) and (1.11).

Now, we claim that the extension $P: A \rightarrow E$ is uniquely determined in the sense that every homomorphism of $A$ into $E$ which extends $p: S \rightarrow E$ in the sense of (1.9), (1.10) and (1.11), is always of the form (2.1).

Indeed, let $P^{\prime}: A \rightarrow E$ be some arbitrary homomorphism which extends the subsemiring homomorphism $p: S \rightarrow E$ in the sense of (1.9), (1.10) and (1.11) i.e.

$$
\begin{align*}
P^{\prime}(x+y) & =P^{\prime}(x)+P^{\prime}(y),  \tag{2.2}\\
P^{\prime}(x y) & =P^{\prime}(x) P^{\prime}(y) \tag{2.3}
\end{align*}
$$

for $x, y \in A$, and that

$$
\begin{equation*}
P^{\prime}(x)=p(x) \tag{2.4}
\end{equation*}
$$

for $x \in S$. Then for $a n, x \in A, x=a-b$ for some $a \in S, b \in S$,

$$
\begin{equation*}
P^{\prime}(x)=P^{\prime}(a-b)=P^{\prime}(a)+P^{\prime}(-b) \tag{2.5}
\end{equation*}
$$

From (2.2), it follows that

$$
\begin{equation*}
P^{\prime}(0)=P^{\prime}(b-b)=P^{\prime}(b)+P^{\prime}(-b) . \tag{2.6}
\end{equation*}
$$

while $x=y=0$ in (2.2) gives

$$
\begin{aligned}
& P^{\prime}(0)=P^{\prime}(0)+P^{\prime}(0) \\
& P^{\prime}(0)=0
\end{aligned}
$$

Therefore (2.6) implies that

$$
P^{\prime}(-b)=-P^{\prime}(b) .
$$

Eventually, (2.5) becomes

$$
\begin{aligned}
P^{\prime}(x) & =P^{\prime}(a-b) \\
& =P^{\prime}(a)-P^{\prime}(b) \\
& =p(a)-p(b) \\
& =P(x) .
\end{aligned}
$$

This proves the uniqueness of the extension $P: A \rightarrow E$.
The whole discussion may be summed in the form of the following:
Theorem 1. Let $A=(A,+, \cdot)$ and $E=(E,+, \cdot)$ be two rings. Let $S=(S,+, \cdot)$ be a subsemiring of $A$ such that $A$ is generated by $S$ in the form

$$
A=S-S=\{a-b: a \in S, b \in S\} .
$$

Then every subsemiring homomorphism $p: S \rightarrow E$ given by the equations (1.7) and (1.8) can be extended to a ring homomorphism $P: A \rightarrow E$ in the sense of (1.9), (1.10) and (1.11).
Moreover, such an extension is uniquely determined and is of the form (2.1).
Examples (i), (iii) and (iii) of section 1, can be used to illustrate Theorem 1 .
Also, Theorem 1 holds for the extension of a subringnoid homomorphism to a ring homomorphism.

## 3. Extension of Subring Homomorphisms to Homomorphisms of Fields

Let $A=(A,+, \cdot)$ and $E=(E,+, \cdot)$ be fields. Let $B=(B,+, \cdot)$ be a subring of $A$ such that $A$ is generated by $B$ in the form

$$
A=B B^{-1}=\left\{a b^{-1}: a \in B, b \in B, b \neq 0_{A}\right\}
$$

where $0_{A}$ is the zero element of $A$.
Then every $x \in A$ can be expressed as $x=a b^{-1}$ for some $a, b \in B, b \neq 0_{A}$.
Let $x \in A$ and $y \in A$. Then $x=a b^{-1}, y=c d^{-1}$ for some $a, b, c, d \in B, b \neq 0_{A}, d \neq 0_{A}$.
Then we say that

$$
\begin{equation*}
a b^{-1}=c d^{-1} \quad \text { if } \quad a d=b c \tag{3.1}
\end{equation*}
$$

Define

$$
\begin{equation*}
x+y=a b^{-1}+c d^{-1}=(a d+b c)(b d)^{-1} \tag{3.2}
\end{equation*}
$$

$$
\begin{equation*}
x \cdot y=a b^{-1} \cdot c d^{-1}=(a c)(b d)^{-1} . \tag{3.3}
\end{equation*}
$$

Let $p: B \rightarrow E$ be a subring homomorphism given by the equation (1.7) and (1.8).
Define a mapping $P: A \rightarrow E$ as

$$
\begin{equation*}
P(x)=P\left(a b^{-1}\right)=p(a) p(b)^{-1} \tag{3.4}
\end{equation*}
$$

for $a, b \in B, b \neq 0_{A}$. We claim that $P: A \rightarrow E$ defined by (3.4) is well defined, and that it satisfies (1.9), (1.10) and (1.11).

Indeed, for $x \in A, y \in A, x=a b^{-1}, y=c d^{-1}, a, b, c, d \in B, b \neq 0_{A}, d \neq 0_{A}$,

$$
\begin{aligned}
x=y & \Rightarrow a b^{-1}=c d^{-1} \\
& \Rightarrow a d=b c \\
& \Rightarrow p(a d)=p(b c) \\
& \Rightarrow p(a) p(d)=p(b) p(c) \\
& \Rightarrow p(a) p(b)^{-1}=p(c) p(d)^{-1} \\
& \Rightarrow P\left(a b^{-1}\right)=P\left(c d^{-1}\right) \\
& \Rightarrow P(x)=P(y) .
\end{aligned}
$$

Also

$$
\begin{aligned}
P(x+y) & =P\left(a b^{-1}+c d^{-1}\right) \\
& =P\left((a d+b c)(b d)^{-1}\right) \\
& =p(a d+b c) p(b d)^{-1} \\
& =[p(a d)+p(b c)] p(b d)^{-1} \\
& =[p(a) p(d)+p(b) p(c)] p(b)^{-1} p(d)^{-1} \\
& =p(a) p(b)^{-1}+p(c) p(d)^{-1} \\
& =P\left(a b^{-1}\right)+P\left(c d^{-1}\right) \\
& =P(x)+P(y) .
\end{aligned}
$$

and

$$
\begin{aligned}
P(x \cdot y) & =P\left(a b^{-1} \cdot c d^{-1}\right) \\
& =P\left((a c)(b d)^{-1}\right) \\
& =p(a c) p(b d)^{-1} \\
& =p(a) p(c) p(b)^{-1} p(d)^{-1} \\
& =p(a) p(b)^{-1} p(c) p(d)^{-1} \\
& =P\left(a b^{-1}\right) P\left(c d^{-1}\right) \\
& =P(x) P(y) .
\end{aligned}
$$

Moreover, for an element $t \in B$

$$
P(t)=P\left(t t t^{-1}\right)
$$

$$
\begin{aligned}
& =p(t t) p(t)^{-1} \\
& =p(t) p(t) p(t)^{-1} \\
& =p(t)
\end{aligned}
$$

Thus, $P: A \rightarrow E$ is well defined by (3.4) and its satisfies (1.9), 1.10) and (1.11) i.e. $P: A \rightarrow E$ extends $p: B \rightarrow E$ in the sense of (1.9), (1.10) and (1.11). We claim that this extension is uniquely determined. Indeed, let $P^{\prime}: A \rightarrow E$ be an arbitrary mapping which extends $p: B \rightarrow E$ in the sense of (1.9), (1.10) and (1.11). This means

$$
\begin{align*}
P^{\prime}(x+y) & =P^{\prime}(x)+P^{\prime}(y)  \tag{3.5}\\
P^{\prime}(x y) & =P^{\prime}(x) P^{\prime}(y) \tag{3.6}
\end{align*}
$$

for all $x, y \in A$, and that

$$
\begin{equation*}
P^{\prime}(x)=p(x) \tag{3.7}
\end{equation*}
$$

for $x \in B$.
Let $1_{A}$ and $1_{E}$ denote the unit elements of $A$ and $E$ respectively.
Putting $x=y=1_{A}$ in (3.6), we get

$$
\begin{align*}
& P^{\prime}\left(1_{A}\right)=P^{\prime}\left(1_{A}\right) P^{\prime}\left(1_{A}\right) \\
& P^{\prime}\left(1_{A}\right)=1_{E} . \tag{3.8}
\end{align*}
$$

Then for $x \in A$, we have

$$
\begin{equation*}
P^{\prime}(x)=P^{\prime}\left(a b^{-1}\right)=P^{\prime}(a) P^{\prime}\left(b^{-1}\right) \tag{3.9}
\end{equation*}
$$

But

$$
P^{\prime}\left(b^{-1}\right) P^{\prime}(b)=P^{\prime}\left(b^{-1} b\right)=P^{\prime}\left(1_{A}\right)=1_{E}
$$

So

$$
\begin{equation*}
P^{\prime}\left(b^{-1}\right)=P^{\prime}(b)^{-1} \tag{3.10}
\end{equation*}
$$

Then (3.9) becomes

$$
\begin{aligned}
P^{\prime}(x) & =P^{\prime}\left(a b^{-1}\right) \\
& =P^{\prime}(a) P^{\prime}\left(b^{-1}\right) \\
& =p(a) p(b)^{-1} \\
& =P\left(a b^{-1}\right) \\
& =P(x)
\end{aligned}
$$

which proves the uniqueness of the extension $P: A \rightarrow E$. Thus, we have proved the following:

Theorem 2. Let $A=(A,+, \cdot)$ and $E=(E,+, \cdot)$ be fields. Let $B=(B,+, \cdot)$ be a subring of $A$ such that $A$ is generated by $B$ in the form

$$
A=B B^{-1}=\left\{a b^{-1}: a \in B, b \in B, b \neq 0_{A}\right\}
$$

where $0_{A}$ is the zero element of $A$.

Then every subring homomorphism $p: B \rightarrow E$ given by the equations (1.7) and (1.8) can be extended to a field homomorphism $P: A \rightarrow E$ in the sense of (1.9), (1.10) and (1.11). Moreover, such an extension is uniquely determined and is of the form

$$
P(x)=P\left(a b^{-1}\right)=p(a) p(b)^{-1}
$$

for $a, b \in B, b \neq 0_{A}$.

## Examples.

(i) Let $Q=(Q,+, \cdot)$ be the field of rational numbers and $R=(R,+, \cdot)$ be the field of real numbers where ' + ' and ' $\cdot$ ' denote the usual addition and multiplication of real numbers. Let $Z=(Z,+, \cdot)$ be the ring of integers. Then obviously $Z$ is a subring of $Q$ such that $Q$ is generated by $Z$ in the form

$$
Q=Z Z^{-1}=\left\{m n^{-1}: m \in Z, n \in Z, n \neq 0\right\} .
$$

Now, Theorem 2 can be used to show that every subring homomorphism $p: Z \rightarrow E$ can be extended to a field homomorphisms $P: Q \rightarrow R$ in the sense of (1.9), (1.10) and (1.11). Moreover, this extension is uniquely determined.
(ii) Let $T=\{(a, b): a \in Z, b \in Z, b \neq 0\}$ where $Z$ stands for the set of integers. Define a relation $\sim$ on $T$ as under:

For any two elements ( $a, b$ ) and ( $c, d$ ) of $T$,

$$
(a, b) \sim(c, d) \text { means } a d=b c
$$

for $a, b, c, d \in Z, b \neq 0, d \neq 0$. Then as proved in [5], the relation $\sim$ is an equivalence relation on $T$, and it partitions the set $T$ into mutually disjoint equivalence classes each denoted by $[a, b]$ where

$$
[a, b]=\{(x, y):(x, y) \sim(a, b) \Rightarrow x b=y a\} .
$$

Let $A$ be the set of all equivalence classes of the form $[a, b]$ i.e.

$$
A=\{[a, b]: a \in Z, b \in Z, b \neq 0\} .
$$

Define the binary operations $\oplus$ and $\odot$ as under:

$$
\begin{aligned}
& {[a, b] \oplus[c, d]=[a d+b c, b d]} \\
& {[a, b] \odot[c, d]=[a c, b d] .}
\end{aligned}
$$

It has been shown in [5] that $A=(A, \oplus, \odot)$ forms a field with $[0,1]=[0, d]$ as its zeroelement, and $[1,1]=[d, d]$ as its unit element.

Let $B=\{[a, 1]: a \in Z\}$. Then $B=(B, \oplus, \odot)$ forms a subring of the field $A=(A, \oplus, \odot)$ such that $A$ is generated by $B$ in the form

$$
A=B \odot B^{-1}=\left\{[a, 1] \odot[b, 1]^{-1}: a \in Z, b \in Z\right\}, \quad b \neq 0 .
$$

Let $R=(R,+, \cdot)$ be the field of real numbers under usual addition and multiplication of real numbers. Then using Theorem 2, it follows that every subring homomorphism $p: B \rightarrow R$ given by (1.7) and (1.8) can be extended to a field homomorphism $P: A \rightarrow R$ in the sense of
(1.9), (1.10) and (1.11). Moreover, such an extension is uniquely determined, and is of the form

$$
P(t)=P([a, b])=p[a, 1][b, 1]^{-1}
$$

for all $a \in Z, b \in Z, b \neq 0$.

## 4. Extension of Subsemiring Homomorphisms to Homomorphisms of Fields

Let $A=(A,+, \cdot)$ and $E=(E,+, \cdot)$ be fields. Let $S=(S,+, \cdot)$ be a subsemiring of $A$ and let $p: S \rightarrow E$ be a subsemiring homomorphism in the sense of (1.7) and (1.8). To extend $p: S \rightarrow E$ to a field homomorphism $P: A \rightarrow E$, we proceed as follows:

Suppose these exists a subring $B=(B,+, \cdot)$ of the field $A$ which contains the subsemiring $S=(S,+, \cdot)$ such that $B$ is generated by $S$ in the form $B=S-S$ while at the same time $B$ generates $A$ in the form $A=B B^{-1}$.

Now to extend subsemiring homomorphism $p: B \rightarrow E$ to the field homomorphism $A \rightarrow E$, in the sense of (1.9), (1.10) and (1.11), we first use Theorem 1 to extend $p: S \rightarrow E$ to a subring homomorphism $\bar{P}: B \rightarrow E$ in the sense that

$$
\begin{align*}
\bar{P}(x+y) & =\bar{P}(x)+\bar{P}(y)  \tag{4.1}\\
\bar{P}(x y) & =\bar{P}(x) \bar{P}(y) \tag{4.2}
\end{align*}
$$

for $x, y \in B$, and that

$$
\begin{equation*}
\bar{P}(x)=p(x) \tag{4.3}
\end{equation*}
$$

for $x \in S$. Moreover, this extension in uniquely determined.
Now since $A$ is generated by $B$ in the form $A=B B^{-1}$, therefore, we use Theorem 2 to extend $\bar{P}: B \rightarrow E$ to the mapping $P: A \rightarrow E$ in the sense that

$$
\begin{align*}
P(x+y) & =P(x)+P(y)  \tag{4.4}\\
P(x y) & =P(x) P(y) \tag{4.5}
\end{align*}
$$

for $x, y \in A$, and that

$$
\begin{equation*}
P(x)=\bar{P}(x) \tag{4.6}
\end{equation*}
$$

for $x \in B$. Moreover, this extension is also uniquely determined.
Now combining the two extensions, it follows that the mapping $P: A \rightarrow E$ extends $\bar{P}: B \rightarrow E$ in the sense of (4.4) and (4.5) while $\bar{P}: B \rightarrow E$ extends $p: S \rightarrow E$ in the sense of (4.1) and (4.2). In other words, the mapping $P: A \rightarrow E$ extends $p: S \rightarrow E$ in the sense of (1.9), (1.10) and (1.11). Moreover, this extension is uniquely determined.

Thus, we have proved the following:
Theorem 3. Let $A=(A,+, \cdot)$ and $E=(E,+, \cdot)$ be fields. Let $S=(S,+, \cdot)$ be a subsemiring of $A$., Suppose these exists a subring $B$ of $A$ which contains the subsemiring $S$ such that $S$ generates $B$ in the form $B=S-S$ while $B$ generates $A$ in the form $A=B B^{-1}$. Then every subsemiring homomorphism $p: S \rightarrow E$ can be extended to a field homomorphism $P: A \rightarrow E$ in the sense of (1.9), (1.10) and (1.11). Moreover, such an extension is uniquely determined.

## Examples.

(i) Let $B=(N,+, \cdot)$ be a subsemiring of the field $Q=(Q,+, \cdot)$ where $N$ denotes the set of all positive integers and $Q$ stands for the set of all rational numbers. Let $Z=(Z,+, \cdot)$ be the ring of all integers. Then it can be seen that $Z$ forms a subring of $A$ which contains the subsemiring $N$ such that $N$ generates $Z$ in the form $Z=N-N=\{m-n: m \in N, n \in N\}$ while $Z$ generates $Q$ in the form $Q=Z Z^{-1}=\left\{a a^{-1}: a \in Z, b \in Z, a \neq 0\right\}$. Let $R=(R,+, \cdot)$ be the field of real numbers.

Therefore, using Theorem 3, it follows that every subsemiring homomorphism $p: B \rightarrow R$ can be extended to a field homomorphism $P: Q \rightarrow R$ in the sense of (1.9), (1.10) and (1.11). Moreover, this extension is uniquely determined.
(ii) Let $S=\{m+n \sqrt{2}: m \in N, n \in N\}$, where $N$ is the set of all natural numbers. Let $A=\{a+b \sqrt{2}: a \in Q, b \in Q\}$ where $Q$ stands for all rational numbers. Let the usual operations of addition and multiplication, denoted as '+' and ' $\cdot$ ' respectively, be defined on both $A$ and $S$. Then $S=(S,+, \cdot)$ forms a subsemiring of the field $A=(A,+, \cdot)$.

Construct a set $B=\{\alpha+\beta \sqrt{2}: \alpha \in Z, \beta \in Z\}$, where $Z$ denotes the set of all integers. Then $B=(B,+, \cdot)$ forms a subring of the field $A$ which contains the subsemiring $S$ such that it is generated by $S$ in the form $B=S-S$ while it generates $A$ in the form $A=B B^{-1}$. Let $E=(R,+, \cdot)$ be the field of all real numbers. Then by using Theorem 3, it follows that every subsemiring homomorphism $p: S \rightarrow E$ given by (1.7) and (1.8) can be extended to a field homomorphism $P: A \rightarrow E$ in the sense of (1.9), (1.10) and (1.11). Moreover, such an extension is uniquely determined.

## 5. Conclusion

Finally, it may be noted that the conditions mentioned in Theorems 1, 2 and 3, are not necessary but sufficient for obtaining the desired extensions. For example, consider the following case:

Let $R^{2}=R \times R=\{(a, b): a \in R, b \in R\}$
where $R$ denotes the set of all real numbers.
Define binary operations $\oplus$ and $\odot$ on $R^{2}$ as under:
For $x \in R^{2}, y \in R^{2}, x=(a, b), y=(c, d), a, b, c, d \in R$,

$$
\begin{aligned}
& x \oplus y=(a, b) \oplus(c, d)=(a+c, b+d) \\
& x \odot y=(a, b) \odot(c, d)=(a c+b d, a d+b c) .
\end{aligned}
$$

Then it can be verified [3] that $\left(R^{2}, \oplus, \odot\right)$ forms a commutative ring with $(1,0)$ as its unit element.
Consider a subset $B$ of $R^{2}$ given as

$$
B=\{(a, 0): a \in R\} .
$$

Then $(B, \oplus, \odot)$ forms a subring of $R^{2}=\left(R^{2}, \oplus, \odot\right)$ which also contains the unit element $(1,0)$. Let $R=(R,+, \cdot)$ be the field of real numbers under the usual addition and multiplication of real numbers. Then it can be proved that every subring homomorphism $p: B \rightarrow R$ given by (1.7) and (1.8) can be extended to a ring homomorphism $P: R^{2} \rightarrow R$ in the sense of (1.9), (1.10) and (1.11).

Moreover, such an extension is uniquely determined and is always of the form $P: R^{2} \rightarrow R$

$$
P(x)=P(a, b)=p(a, 0)+p(b, 0)
$$

for $a, b \in R$. Note that no-where any of the conditions stated in Theorems 1,2 and 3 is needed in this case.
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