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#### Abstract

We investigate a rectangular system of coupled generalized Sylvester matrix differential equations in both nonhomogeneous and homogeneous cases. In order to obtain a closed form of its general solution, we transform it to an equivalent vector differential equation. This is done by using the vector operator and the Kronecker product. An explicit form of its general solution is given in terms of matrix series concerning Mittag-Leffler functions, exponentials, and hyperbolic functions. The main system includes certain systems of coupled matrix/vector differential equations, and single matrix differential equations as special cases.


Keywords. Matrix differential equation; Vector operator; Kronecker product; Mittag-Leffler function; Matrix exponential
MSC. 15A16; 15A24; 15A69; 33E12
Received: November 18, $2019 \quad$ Accepted: February 19, 2020
Copyright © 2020 Pattrawut Chansangiam. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

## 1. Introduction

Theory of linear matrix differential equations, as an extension of theory of vector differential equations, is a field of attractive research nowadays. This theory can be applied widely in scientific fields especially in control theory, statistics, ecometrics, and game theory (see e.g. [7,8, 11, 14, 18]).

Let us start with a development of single linear matrix differential equations of Sylvester type. Denote the set of $n$-by- $n$ real matrices by $M_{n}$. A homogeneous Sylvester matrix differential equation takes the form

$$
\begin{equation*}
X^{\prime}(t)=A X(t)+X(t) B \tag{1.1}
\end{equation*}
$$

where $A \in M_{n}$ is a given constant matrix and $X(t) \in M_{n}$ is an unknown matrix function. A clever idea to obtain an explicit solution for this equation is to establish a correspondence with a scalar differential equation. This is done by taking the vector operator to (1.1), so that the solution is given in terms of matrix exponentials; see [6]. In fact, this idea can be applied for several linear matrix differential equations of Sylvester type. For a nonhomogeneous linear matrix differential equation

$$
\begin{equation*}
X^{\prime}(t)=A X(t)+U(t) \tag{1.2}
\end{equation*}
$$

where $U(t) \in M_{n}$ is a given matrix function, a closed form of its general solution is given by a one-parameter matrix function (see [2])

$$
\begin{equation*}
X(t)=e^{\left(t-t_{0}\right) A} X\left(t_{0}\right)+\int_{t_{0}}^{t} e^{(t-s) A} U(s) d s \tag{1.3}
\end{equation*}
$$

For the homogeneous case $U(t)=0$, the general solution becomes $X(t)=e^{A\left(t-t_{0}\right)} X\left(t_{0}\right)$. In practice, the matrix exponentials can be computed efficiently using appropriated methods (see e.g. [9,15]). See more information about linear matrix differential equations in [14, Chapter 3].

A general system of nonhomogeneous coupled linear matrix differential equations takes the form

$$
\left.\begin{array}{l}
X^{\prime}(t)=A X(t) B+C Y(t) D+U(t)  \tag{1.4}\\
Y^{\prime}(t)=E X(t) F+G Y(t) H+V(t)
\end{array}\right\}
$$

Here, the constant matrices $A, B, C, D, E, F, G, H$, the given matrix functions $U(t), V(t)$, and the unknown matrix functions $X(t), Y(t)$ are square matrices of the same size. The works including [1-5, 12, 13, 20] investigate certain special cases of the system. A main idea is to reduce the system of matrix differential equations to a vector differential equation via a certain kind of vectorizations, e.g. the vector operator or the diagonal-extraction operator. Indeed, the general solution is given in terms of Kronecker/Hadamard products, and matrix power series concerning exponentials, hyperbolic functions, or Mittag-Leffler functions. For nonhomogeneous cases, the general solution can be written in terms of the matrix convolution product (e.g. [20]). For the case that the unknown matrix functions are diagonal, we can apply the diagonal-extraction operator to reduce this system to a simple one (e.g. [1,20]). For certain types of linear matrix descriptor differential equations, their general solutions can be obtained via matrix pencil theory [17] or canonical forms [22]. Systems of coupled linear matrix differential equations show up in many application areas, such as, control theory, communication engineering, and stability of certain differential equations. In particular, the special case $B=D=F=H=I$ and $G=-A^{T}$ of the system (1.4) appears in an analysis of optimal control with performance index (see [16]).

In the present work, we consider a rectangular system of coupled generalized Sylvester matrix differential equations in a general form as follows:

$$
\begin{aligned}
X^{\prime}(t) & =\sum_{i=1}^{p} A_{i} X(t) B_{i}+\sum_{i=1}^{q} C_{i} Y(t) D_{i}+U(t), \\
Y^{\prime}(t) & =\sum_{i=1}^{r} E_{i} X(t) F_{i}+\sum_{i=1}^{s} G_{i} Y(t) H_{i}+V(t) .
\end{aligned}
$$

Here, the given coefficient matrices, the given matrix functions, and the unknown matrix functions are rectangular matrices, need not be square. To obtain an explicit formula of the solution, we impose an assumption on the coefficient matrices. We apply the vector operator and Kronecker products to reduce the system to a simple form so that an explicit formula of the general solution can be obtained in terms of Mittag-Leffler matrix functions. We also obtain general solutions of certain special cases of the main system including systems of coupled matrix/vector differential equations, and single matrix differential equations. In particular, our results include the results in [2, 3, 6, 12]. We also illustrate initial value problems associated with systems considered in this paper.

The rest of paper is outlined as follows. In Section 2, we setup basic notations and provide useful tools for solving linear matrix differential equations. These tools involve the Kronecker product, the Kronecker sum, the vector operator, and Mittag-Leffler functions. In Section 3, we solve a rectangular system of coupled linear matrix differential equations. Several interesting special cases of the main system are then considered in Section 4. Finally, we provide illustrative examples for our results in Section5.

## 2. Preliminaries

Let us denote by $M_{m, n}$ the set of all $m$-by- $n$ real matrices, and abbreviate $M_{n, n}$ to $M_{n}$. We use the notation $\operatorname{Sp}(A)$ for the set of eigenvalues of $A \in M_{n}$.

### 2.1 The Kronecker Product, the Kronecker Sum and the Vector Operator

Recall that the Kronecker product of $A=\left[a_{i j}\right] \in M_{m, n}$ and $B \in M_{p, q}$ is defined to be the $m p$-by$n q$ matrix whose the $(i, j)$-th block is given by $a_{i j} B$ for each $i=1, \ldots, m$ and $j=1, \ldots, n$.

Lemma 1 (e.g. [10]). The following properties hold for matrices of appropriate sizes:
(1) $(k A) \otimes B=k(A \otimes B)=A \otimes(k B)$ for all $k \in \mathbb{R}$,
(2) $(A+B) \otimes C=(A \otimes C)+(B \otimes C)$ and $A \otimes(B+C)=(A \otimes B)+(A \otimes C)$,
(3) $(A \otimes B)^{T}=A^{T} \otimes B^{T}$,
(4) $(A \otimes B)(C \otimes D)=A C \otimes B D$,
(5) $\operatorname{Sp}(A \otimes B)=\{\lambda \mu: \lambda \in \operatorname{Sp}(A), \mu \in \operatorname{Sp}(B)\}$.

The Kronecker sum of $A \in M_{n}$ and $B \in M_{m}$ is defined to be

$$
A \oplus B=\left(A \otimes I_{m}\right)+\left(I_{n} \otimes B\right) .
$$

Let us recall a column-stacking operator, which is useful for solving linear matrix differential equations. The vector operator Vec : $M_{m, n} \rightarrow \mathbb{R}^{m n}$ is defined for each $A=\left[a_{i j}\right] \in M_{m, n}$ by

$$
\operatorname{Vec} A=\left[a_{11} \ldots a_{m 1} a_{12} \ldots a_{m 2} \ldots a_{1 m} \ldots a_{m n}\right]^{T}
$$

This operator is clearly bijective, linear and continuous.
Lemma 2 (e.g. [10]). For any matrices $A, B, C$ of appropriate sizes, we have

$$
\operatorname{Vec}(A B C)=\left(C^{T} \otimes A\right) \operatorname{Vec} B
$$

### 2.2 Mittag-Leffler Functions

The Mittag-Leffler function with two parameters $\alpha>0$ and $\beta>0$ is defined for each complex number $z$ in terms of a convergent series by

$$
\mathscr{E}_{\alpha, \beta}(z)=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(\alpha k+\beta)}
$$

where $\Gamma$ is the Gamma function. When $\beta=1$, we set $\mathscr{E}_{\alpha}:=\mathscr{E}_{\alpha, 1}$. The class of Mittag-Leffler functions include the exponential function $\mathscr{E}_{1}(z)=e^{z}$ and the hyperbolic functions $\mathscr{E}_{2}\left(z^{2}\right)=\cosh z$ and $z \mathscr{E}_{2,2}\left(z^{2}\right)=\sinh z$. See more information in [19] and references therein. For any $A \in M_{n}$, we define

$$
\mathscr{E}_{\alpha, \beta}(A)=\sum_{k=0}^{\infty} \frac{1}{\Gamma(\alpha k+\beta)} A^{k}=I_{n}+\frac{1}{\Gamma(\alpha+\beta)} A+\frac{1}{\Gamma(2 \alpha+\beta)} A^{2}+\cdots .
$$

Lemma 3 (e.g. [21]). Let $f$ be an analytic function defined on a region containing the origin and $\mathrm{Sp}(A)$. Then

$$
f(I \otimes A)=I \otimes f(A) \quad \text { and } \quad f(A \otimes I)=f(A) \otimes I
$$

In particular, $\mathscr{E}_{\alpha, \beta}(A \otimes I)=\mathscr{E}_{\alpha, \beta}(A) \otimes I$ and $\mathscr{E}_{\alpha, \beta}(I \otimes A)=I \otimes \mathscr{E}_{\alpha, \beta}(A)$ for any $\alpha, \beta>0$.
Lemma 4 (e.g. [21]). The following properties hold for matrices of appropriate sizes:
(1) If $A B=B A$, then $e^{A+B}=e^{A} e^{B}$.
(2) $e^{A \oplus B}=e^{A} \otimes e^{B}$.

The following explicit forms of Mittag-Leffler functions for certain block matrices are used in later discussions.

Lemma 5 (e.g. [12]). For any $A, B \in M_{n}$, we have

$$
e^{\left[\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right]}=\left[\begin{array}{cc}
e^{A} & 0 \\
0 & e^{B}
\end{array}\right], e^{\left[\begin{array}{cc}
0 & A \\
A & 0
\end{array}\right]}=\left[\begin{array}{cc}
\cosh A & \sinh A \\
\sinh A & \cosh A
\end{array}\right], e^{\left[\begin{array}{cc}
0 & A \\
B & 0
\end{array}\right]}=\left[\begin{array}{cc}
\mathscr{E}_{2}(A B) & {\left[\mathscr{E}_{2,2}(A B)\right] A} \\
{\left[\mathscr{E}_{2,2}(B A)\right] B} & \mathscr{E}_{2}(B A)
\end{array}\right]
$$

## 3. The Main System

In this section, we solve a rectangular system of coupled nonhomogeneous generalized Sylvester matrix differential equations. In particular, we also consider the homogeneous case of the system. The general exact solution of the system appears in terms of the vector operator, the Kronecker product, and certain Mittag-Leffler matrix functions.

Theorem 1. Let $m, n, k, l, p, q, r, s$ be positive integers such that $m n=k l$. For each $i$, let $A_{i} \in M_{m}$, $B_{i} \in M_{n}, C_{i} \in M_{m, k}, D_{i} \in M_{l, n}, E_{i} \in M_{k, m}, F_{i} \in M_{n, l}, G_{i} \in M_{k}$, and $H_{i} \in M_{l}$ be given constant matrices. Let $U(t) \in M_{m, n}$ and $V(t) \in M_{k, l}$ be given matrix functions. Let us denote

$$
\begin{equation*}
K=\sum_{i=1}^{p} B_{i}^{T} \otimes A_{i}, \quad L=\sum_{i=1}^{q} D_{i}^{T} \otimes C_{i}, \quad M=\sum_{i=1}^{r} F_{i}^{T} \otimes E_{i}, \quad N=\sum_{i=1}^{s} H_{i}^{T} \otimes G_{i} . \tag{3.1}
\end{equation*}
$$

Assume that $K L=L N$ and $N M=M K$. Then the system of coupled nonhomogeneous generalized Sylvester matrix differential equations with $X(t) \in M_{m, n}$ and $Y(t) \in M_{k, l}$ as unknown matrix functions:

$$
\left.\begin{array}{rl}
X^{\prime}(t) & =\sum_{i=1}^{p} A_{i} X(t) B_{i}+\sum_{i=1}^{q} C_{i} Y(t) D_{i}+U(t), \\
Y^{\prime}(t) & =\sum_{i=1}^{r} E_{i} X(t) F_{i}+\sum_{i=1}^{s} G_{i} Y(t) H_{i}+V(t), \tag{3.2}
\end{array}\right\}
$$

has the general solution given by

$$
\left.\begin{array}{rl}
\operatorname{Vec} X(t)= & e^{\left(t-t_{0}\right) K}\left\{\mathscr{E}_{2}\left(\left(t-t_{0}\right)^{2} L M\right) \operatorname{Vec} X\left(t_{0}\right)+\left(t-t_{0}\right)\left[\mathscr{E}_{2,2}\left(\left(t-t_{0}\right)^{2} L M\right)\right] M \operatorname{Vec} Y\left(t_{0}\right)\right\}  \tag{3.3}\\
& +\int_{t_{0}}^{t} e^{(t-s) K}\left\{\mathscr{E}_{2}\left((t-s)^{2} L M\right) \operatorname{Vec} U(s)+(t-s)\left[\mathscr{E}_{2,2}\left((t-s)^{2} L M\right)\right] M \operatorname{Vec} V(s)\right\} d s, \\
\operatorname{Vec} Y(t)= & e^{\left(t-t_{0}\right) N}\left\{\left(t-t_{0}\right)\left[\mathscr{E}_{2,2}\left(\left(t-t_{0}\right)^{2} M L\right)\right] L \operatorname{Vec} X\left(t_{0}\right)+\mathscr{E}_{2}\left(\left(t-t_{0}\right)^{2} M L\right) \operatorname{Vec} Y\left(t_{0}\right)\right\} \\
& +\int_{t_{0}}^{t} e^{(t-s) N}\left\{(t-s)\left[\mathscr{E}_{2,2}\left((t-s)^{2} M L\right)\right] L \operatorname{Vec} U(s)+\mathscr{E}_{2}\left((t-s)^{2} M L\right) \operatorname{Vec} V(s)\right\} d s .
\end{array}\right\}
$$

In particular, the homogeneous case $U(t)=V(t)=0$ of the system has the general solution

$$
\begin{aligned}
& \operatorname{Vec} X(t)=e^{\left(t-t_{0}\right) K}\left\{\mathscr{E}_{2}\left(\left(t-t_{0}\right)^{2} L M\right) \operatorname{Vec} X\left(t_{0}\right)+\left(t-t_{0}\right)\left[\mathscr{E}_{2,2}\left(\left(t-t_{0}\right)^{2} L M\right)\right] M \operatorname{Vec} Y\left(t_{0}\right)\right\}, \\
& \operatorname{Vec} Y(t)=e^{\left(t-t_{0}\right) N}\left\{\left(t-t_{0}\right)\left[\mathscr{E}_{2,2}\left(\left(t-t_{0}\right)^{2} M L\right)\right] L \operatorname{Vec} X\left(t_{0}\right)+\mathscr{E}_{2}\left(\left(t-t_{0}\right)^{2} M L\right) \operatorname{Vec} Y\left(t_{0}\right)\right\},
\end{aligned}
$$

Proof. Applying the vector operator to the system (3.2) and then using Lemma 2, we have

$$
\begin{aligned}
\operatorname{Vec} X^{\prime}(t) & =\operatorname{Vec}\left(\sum_{i=1}^{p} A_{i} X(t) B_{i}+\sum_{i=1}^{q} C_{i} Y(t) D_{i}+U(t)\right) \\
& =\sum_{i=1}^{p} \operatorname{Vec}\left(A_{i} X(t) B_{i}\right)+\sum_{i=1}^{q} \operatorname{Vec}\left(C_{i} Y(t) D_{i}\right)+\operatorname{Vec} U(t) \\
& =\sum_{i=1}^{p}\left(B_{i}^{T} \otimes A_{i}\right) \operatorname{Vec} X(t)+\sum_{i=1}^{q}\left(D_{i}^{T} \otimes C_{i}\right) \operatorname{Vec} Y(t)+\operatorname{Vec} U(t) \\
& =K \operatorname{Vec} X(t)+L \operatorname{Vec} Y(t)+\operatorname{Vec} U(t),
\end{aligned}
$$

and similarly,

$$
\operatorname{Vec} Y^{\prime}(t)=M \operatorname{Vec} X(t)+N \operatorname{Vec} Y(t)+\operatorname{Vec} V(t)
$$

Note that the matrices $K, L, M, N$ are square matrices of the same size. Since the vector operator is bijective, the above two equations can be equivalently transformed to the following system:

$$
\left[\begin{array}{c}
\operatorname{Vec} X^{\prime}(t) \\
\operatorname{Vec} Y^{\prime}(t)
\end{array}\right]=\left[\begin{array}{ll}
K & L \\
M & N
\end{array}\right]\left[\begin{array}{l}
\operatorname{Vec} X(t) \\
\operatorname{Vec} Y(t)
\end{array}\right]+\left[\begin{array}{l}
\operatorname{Vec} U(t) \\
\operatorname{Vec} V(t)
\end{array}\right] .
$$

We can rewrite it into a vector differential equation $z^{\prime}(t)=S z(t)+u(t)$ where

$$
S=\left[\begin{array}{ll}
K & L \\
M & N
\end{array}\right], \quad z(t)=\left[\begin{array}{l}
\operatorname{Vec} X(t) \\
\operatorname{Vec} Y(t)
\end{array}\right], \quad u(t)=\left[\begin{array}{c}
\operatorname{Vec} U(t) \\
\operatorname{Vec} V(t)
\end{array}\right] .
$$

It follows that

$$
\begin{equation*}
z(t)=e^{\left(t-t_{0}\right) S} z\left(t_{0}\right)+\int_{t_{0}}^{t} e^{(t-s) S} u(s) d s \tag{3.4}
\end{equation*}
$$

To get an explicit form of $e^{\left(t-t_{0}\right) S}$, let us decompose $S=P+Q$ where

$$
P=\left[\begin{array}{cc}
K & 0 \\
0 & N
\end{array}\right] \text { and } Q=\left[\begin{array}{cc}
0 & L \\
M & 0
\end{array}\right] .
$$

Using a block-matrix multiplication, we get

$$
P Q=\left[\begin{array}{cc}
K & 0 \\
0 & N
\end{array}\right]\left[\begin{array}{cc}
0 & L \\
M & 0
\end{array}\right]=\left[\begin{array}{cc}
0 & K L \\
N M & 0
\end{array}\right], \quad Q P=\left[\begin{array}{cc}
0 & L \\
M & 0
\end{array}\right]\left[\begin{array}{cc}
K & 0 \\
0 & N
\end{array}\right]=\left[\begin{array}{cc}
0 & L N \\
M K & 0
\end{array}\right] .
$$

The hypotheses $K L=L N$ and $N M=M K$ imply that $P Q=Q P$. From which it follows from Lemma 4 that

$$
e^{\left(t-t_{0}\right) S}=e^{\left(t-t_{0}\right) P+\left(t-t_{0}\right) Q}=e^{\left(t-t_{0}\right) P} e^{\left(t-t_{0}\right) Q} .
$$

Using Lemma 5, we have

$$
\begin{aligned}
& e^{\left(t-t_{0}\right) P}=\left[\begin{array}{cc}
e^{\left(t-t_{0}\right) K} & 0 \\
0 & e^{\left(t-t_{0}\right) N}
\end{array}\right], \\
& e^{\left(t-t_{0}\right) Q}=\left[\begin{array}{cc}
\mathscr{E}_{2}\left(\left(t-t_{0}\right)^{2} L M\right) & \left(t-t_{0}\right)\left[\mathscr{E}_{2,2}\left(\left(t-t_{0}\right)^{2} L M\right)\right] M \\
\left(t-t_{0}\right)\left[\mathscr{E}_{2,2}\left(\left(t-t_{0}\right)^{2} M L\right)\right] L & \mathscr{E}_{2}\left(\left(t-t_{0}\right)^{2} M L\right)
\end{array}\right] .
\end{aligned}
$$

Thus, we obtain

$$
e^{\left(t-t_{0}\right) S}=\left[\begin{array}{cc}
\Psi_{11}\left(t, t_{0}\right) & \Psi_{12}\left(t, t_{0}\right) \\
\Psi_{21}\left(t, t_{0}\right) & \Psi_{22}\left(t, t_{0}\right)
\end{array}\right],
$$

where

$$
\begin{aligned}
& \Psi_{11}\left(t, t_{0}\right)=e^{\left(t-t_{0}\right) K} \mathscr{E}_{2}\left(\left(t-t_{0}\right)^{2} L M\right), \Psi_{12}\left(t, t_{0}\right)=\left(t-t_{0}\right) e^{\left(t-t_{0}\right) K}\left[\mathscr{E}_{2,2}\left(\left(t-t_{0}\right)^{2} L M\right)\right] M, \\
& \Psi_{21}\left(t, t_{0}\right)=\left(t-t_{0}\right) e^{\left(t-t_{0}\right) N}\left[\mathscr{E}_{2,2}\left(\left(t-t_{0}\right)^{2} M L\right)\right] L, \Psi_{22}\left(t, t_{0}\right)=e^{\left(t-t_{0}\right) N} \mathscr{E}_{2}\left(\left(t-t_{0}\right)^{2} M L\right) .
\end{aligned}
$$

It follows from (3.4) via a block-matrix multiplication that

$$
\begin{aligned}
\operatorname{Vec} X(t)= & \Psi_{11}\left(t, t_{0}\right) \operatorname{Vec} X\left(t_{0}\right)+\Psi_{12}\left(t, t_{0}\right) \operatorname{Vec} Y\left(t_{0}\right) \\
& +\int_{t_{0}}^{t}\left[\Psi_{11}(t, s) \operatorname{Vec} U(s)+\Psi_{12}(t, s) \operatorname{Vec} V(s)\right] d s
\end{aligned}
$$

$\operatorname{Vec} Y(t)=\Psi_{21}\left(t, t_{0}\right) \operatorname{Vec} X\left(t_{0}\right)+\Psi_{22}\left(t, t_{0}\right) \operatorname{Vec} Y\left(t_{0}\right)$

$$
+\int_{t_{0}}^{t}\left[\Psi_{21}(t, s) \operatorname{Vec} U(s)+\Psi_{22}(t, s) \operatorname{Vec} V(s)\right] d s
$$

Therefore, the solution of (3.2) is given by (3.3).
Once we get $\operatorname{Vec} X(t)$ and $\operatorname{Vec} Y(t)$, we can recover $X(t)$ and $Y(t)$ due to the injectivity of the vector operator.

## 4. Special Cases of the Main System

In Theorem 1, the hypothesis $K L=L N$ and $N M=M K$ is not restrictive since it includes many interesting special cases and previous works. We shall consider systems of coupled matrix/vector differential equations, and single matrix differential equations. In these cases, the general solutions are given in terms of matrix series concerning exponentials, hyperbolic functions and certain Mittag-Leffler functions.

### 4.1 Systems of Coupled Matrix Differential Equations

Corollary 1. From the hypothesis and notations in Theorem 1, assume further that $L=M$. Then the general solution of the system (3.2) is given by

$$
\begin{aligned}
\operatorname{Vec} X(t)= & e^{\left(t-t_{0}\right) K}\left\{\left(\cosh \left(t-t_{0}\right) L\right) \operatorname{Vec} X\left(t_{0}\right)+\left(\sinh \left(t-t_{0}\right) L\right) \operatorname{Vec} Y\left(t_{0}\right)\right\} \\
& +\int_{t_{0}}^{t} e^{(t-s) K}\{(\cosh (t-s) L) \operatorname{Vec} U(s)+(\sinh (t-s) L) \operatorname{Vec} V(s)\} d s \\
\operatorname{Vec} Y(t)= & e^{\left(t-t_{0}\right) N}\left\{\left(\sinh \left(t-t_{0}\right) L\right) \operatorname{Vec} X\left(t_{0}\right)+\left(\cosh \left(t-t_{0}\right) L\right) \operatorname{Vec} Y\left(t_{0}\right)\right\} \\
& +\int_{t_{0}}^{t} e^{(t-s) N}\{(\sinh (t-s) L) \operatorname{Vec} U(s)+(\cosh (t-s) L) \operatorname{Vec} V(s)\} d s .
\end{aligned}
$$

In particular, the homogeneous case $U(t)=V(t)=0$ of the system has the general solution

$$
\begin{aligned}
& \operatorname{Vec} X(t)=e^{\left(t-t_{0}\right) K}\left\{\left(\cosh \left(t-t_{0}\right) L\right) \operatorname{Vec} X\left(t_{0}\right)+\left(\sinh \left(t-t_{0}\right) L\right) \operatorname{Vec} Y\left(t_{0}\right)\right\}, \\
& \operatorname{Vec} Y(t)=e^{\left(t-t_{0}\right) N}\left\{\left(\sinh \left(t-t_{0}\right) L\right) \operatorname{Vec} X\left(t_{0}\right)+\left(\cosh \left(t-t_{0}\right) L\right) \operatorname{Vec} Y\left(t_{0}\right)\right\} .
\end{aligned}
$$

Proof. The desire formulas of $\operatorname{Vec} X(t)$ and $\operatorname{Vec} Y(t)$ follow from (3.3) in Theorem 1 together with the facts that $\mathscr{E}_{2}\left(Z^{2}\right)=\cosh Z$ and $\left(\mathscr{E}_{2,2}\left(Z^{2}\right)\right) Z=\sinh Z$ for any square matrix $Z$.

Corollary 2. Let $m, n, k, l$ be positive integers such that $m n=k l$. Let $A \in M_{m}, B \in M_{n}, C \in M_{m, k}$, $D \in M_{l, n}, E \in M_{k, m}, F \in M_{n, l}, G \in M_{k}$, and $H \in M_{l}$ be given constant matrices. Let $U(t) \in M_{m, n}$ and $V(t) \in M_{k, l}$ be given matrix functions. Denote $K=B^{T} \otimes A, N=H^{T} \otimes G, R=(F D)^{T} \otimes C E$, and $S=(D F)^{T} \otimes E C$. Assume that

$$
\begin{equation*}
(D B)^{T} \otimes(A C)=(H D)^{T} \otimes(C G), \quad(F H)^{T} \otimes(G E)=(B F)^{T} \otimes(E A) . \tag{4.1}
\end{equation*}
$$

Then the general solution of the system:

$$
\left.\begin{array}{l}
X^{\prime}(t)=A X(t) B+C Y(t) D+U(t)  \tag{4.2}\\
Y^{\prime}(t)=E X(t) F+G Y(t) H+V(t)
\end{array}\right\}
$$

in unknown $X(t) \in M_{m, n}$ and $Y(t) \in M_{k, l}$ is given by

$$
\operatorname{Vec} X(t)=e^{\left(t-t_{0}\right) K}\left\{\mathscr{E}_{2}\left(\left(t-t_{0}\right)^{2} R\right) \operatorname{Vec} X\left(t_{0}\right)+\left(t-t_{0}\right)\left[\mathscr{E}_{2,2}\left(\left(t-t_{0}\right)^{2} R\right)\right]\left(F^{T} \otimes E\right) \operatorname{Vec} Y\left(t_{0}\right)\right\}
$$

$$
+\int_{t_{0}}^{t} e^{(t-s) K}\left\{\mathscr{E}_{2}\left((t-s)^{2} R\right) \operatorname{Vec} U(s) d s+(t-s)\left[\mathscr{E}_{2,2}\left((t-s)^{2} R\right)\right]\left(F^{T} \otimes E\right) \operatorname{Vec} V(s)\right\} d s
$$

$\operatorname{Vec} Y(t)=e^{\left(t-t_{0}\right) N}\left\{\left(t-t_{0}\right)\left[\mathscr{E}_{2,2}\left(\left(t-t_{0}\right)^{2} S\right)\right]\left(D^{T} \otimes C\right) \operatorname{Vec} X\left(t_{0}\right)+\mathscr{E}_{2}\left(\left(t-t_{0}\right)^{2} S\right) \operatorname{Vec} Y\left(t_{0}\right)\right\}$

$$
+\int_{t_{0}}^{t} e^{(t-s) N}\left\{(t-s)\left[\mathscr{E}_{2,2}\left((t-s)^{2} S\right)\right]\left(D^{T} \otimes C\right) \operatorname{Vec} U(s) d s+\mathscr{E}_{2}\left((t-s)^{2} S\right) \operatorname{Vec} V(s)\right\} d s
$$

Proof. The desire result follows from Theorem 1 by considering the case $p=q=r=s=1$. Note that $\left(D^{T} \otimes C\right)\left(F^{T} \otimes E\right)=R$ and $\left(F^{T} \otimes E\right)\left(D^{T} \otimes C\right)=S$ by Lemma 1 .

Corollary 2 includes the work [2, Theorem 3.7] as a special case.
Corollary 3. Let $A \in M_{m}, D \in M_{l, n}$, and $F \in M_{n, l}$ be given constant matrices. Let $U(t) \in M_{m, n}$ and $V(t) \in M_{m, l}$ be given matrix functions. The general solution of the system

$$
\begin{aligned}
& X^{\prime}(t)=A X(t)+Y(t) D+U(t), \\
& Y^{\prime}(t)=X(t) F+A Y(t)+V(t),
\end{aligned}
$$

with $X(t) \in M_{m, n}$ and $Y(t) \in M_{m, l}$ as unknown matrix functions is given by

$$
\begin{aligned}
X(t)= & e^{\left(t-t_{0}\right) A}\left\{X\left(t_{0}\right) \mathscr{E}_{2}\left(\left(t-t_{0}\right)^{2} F D\right)+\left(t-t_{0}\right) Y\left(t_{0}\right) F \mathscr{E}_{2,2}\left(\left(t-t_{0}\right)^{2} F D\right)\right\} \\
& +\int_{t_{0}}^{t} e^{(t-s) A}\left\{U(s) \mathscr{E}_{2}\left((t-s)^{2} F D\right)+(t-s) V(s) F \mathscr{E}_{2,2}\left((t-s)^{2} F D\right)\right\} d s, \\
Y(t)= & e^{\left(t-t_{0}\right) A}\left\{\left(t-t_{0}\right) X\left(t_{0}\right) D \mathscr{E}_{2,2}\left(\left(t-t_{0}\right)^{2} D F\right)+Y\left(t_{0}\right) \mathscr{E}_{2}\left(\left(t-t_{0}\right)^{2} D F\right)\right\} \\
& +\int_{t_{0}}^{t} e^{(t-s) A}\left\{(t-s) U(s) D \mathscr{E}_{2,2}\left((t-s)^{2} D F\right)+V(s) \mathscr{E}_{2}\left((t-s)^{2} D F\right)\right\} d s .
\end{aligned}
$$

Proof. From Corollary 2, put $k=m, B=I_{n}, C=E=I_{m}, H=I_{l}$ and $G=A$. Then the condition (4.1) is satisfied. It follows that

$$
\begin{aligned}
\operatorname{Vec} X(t)= & e^{\left(t-t_{0}\right) I \otimes A}\left\{\left[\mathscr{E}_{2}\left(\left(t-t_{0}\right)^{2}(F D)^{T} \otimes I\right)\right] \operatorname{Vec} X\left(t_{0}\right)\right. \\
& \left.+\left(t-t_{0}\right)\left[\mathscr{E}_{2,2}\left(\left(t-t_{0}\right)^{2}(F D)^{T} \otimes I\right)\right]\left(F^{T} \otimes I\right) \operatorname{Vec} Y\left(t_{0}\right)\right\} \\
& +\int_{t_{0}}^{t} e^{(t-s) I \otimes A}\left\{\left[\mathscr{E}_{2}\left((t-s)^{2}(F D)^{T} \otimes I\right)\right] \operatorname{Vec} U(s)\right. \\
& \left.+(t-s)\left[\mathscr{E}_{2,2}\left((t-s)^{2}(F D)^{T} \otimes I\right)\right]\left(F^{T} \otimes I\right) \operatorname{Vec} V(s)\right\} d s
\end{aligned}
$$

Lemmas 1 and 4 together imply that $e^{\left(t-t_{0}\right) I \otimes A}=I \otimes e^{\left(t-t_{0}\right) A}$ and

$$
\begin{aligned}
{\left[\mathscr{E}_{2,2}\left(\left(t-t_{0}\right)^{2}(F D)^{T} \otimes I\right)\right]\left(F^{T} \otimes I\right) } & =\left[\mathscr{E}_{2,2}\left(\left(t-t_{0}\right)^{2}(F D)^{T}\right) \otimes I\right]\left(F^{T} \otimes I\right) \\
& =\left\{\left[\mathscr{E}_{2,2}\left(\left(t-t_{0}\right)^{2} F D\right)\right]^{T} \otimes I\right\}\left(F^{T} \otimes I\right) \\
& =\left[F \mathscr{E}_{2,2}\left(\left(t-t_{0}\right)^{2} F D\right)\right]^{T} \otimes I .
\end{aligned}
$$

Thus, by Lemma 2, the linearity and the continuity of $\operatorname{Vec}(\cdot)$, we have
$\operatorname{Vec} X(t)=\left[I \otimes e^{\left(t-t_{0}\right) A}\right]\left\{\left\{\left[\mathscr{E}_{2}\left(\left(t-t_{0}\right)^{2} F D\right)\right]^{T} \otimes I\right\} \operatorname{Vec} X\left(t_{0}\right)+\left(t-t_{0}\right)\left\{\left[F \mathscr{E}_{2,2}\left(\left(t-t_{0}\right)^{2} F D\right)\right]^{T} \otimes I\right\} \operatorname{Vec} Y\left(t_{0}\right)\right\}$

$$
\begin{aligned}
& +\int_{t_{0}}^{t}\left[I \otimes e^{(t-s) A}\right]\left\{\left\{\left[\mathscr{E}_{2}\left((t-s)^{2} F D\right)\right]^{T} \otimes I\right\} \operatorname{Vec} U(s)\right. \\
& \left.+(t-s)\left\{\left[F \mathscr{E}_{2,2}\left((t-s)^{2} F D\right)\right]^{T} \otimes I\right\} \operatorname{Vec} V(s)\right\} d s \\
= & \left\{\left[\mathscr{E}_{2}\left(\left(t-t_{0}\right)^{2} F D\right)\right]^{T} \otimes e^{\left(t-t_{0}\right) A}\right\} \operatorname{Vec} X\left(t_{0}\right)+\left(t-t_{0}\right)\left\{\left[F \mathscr{E}_{2,2}\left(\left(t-t_{0}\right)^{2} F D\right)\right]^{T} \otimes e^{\left(t-t_{0}\right) A}\right\} \operatorname{Vec} Y\left(t_{0}\right) \\
& +\int_{t_{0}}^{t}\left\{\left\{\left[\mathscr{E}_{2}\left((t-s)^{2} F D\right)\right]^{T} \otimes e^{(t-s) A}\right\} \operatorname{Vec} U(s)\right. \\
& \left.+(t-s)\left\{\left[F \mathscr{E}_{2,2}\left((t-s)^{2} F D\right)\right]^{T} \otimes e^{(t-s) A)}\right\} \operatorname{Vec} V(s)\right\} d s
\end{aligned}
$$

$$
\begin{aligned}
= & \operatorname{Vec}\left\{e^{\left(t-t_{0}\right) A} X\left(t_{0}\right) \mathscr{E}_{2}\left(\left(t-t_{0}\right)^{2} F D\right)\right\}+\left(t-t_{0}\right) \operatorname{Vec}\left\{e^{\left(t-t_{0}\right) A} Y\left(t_{0}\right) F \mathscr{E}_{2,2}\left(\left(t-t_{0}\right)^{2} F D\right)\right\} \\
& +\int_{t_{0}}^{t} \operatorname{Vec}\left\{e^{(t-s) A} U(s) \mathscr{E}_{2}\left((t-s)^{2} F D\right)\right\}+(t-s) \operatorname{Vec}\left\{e^{(t-s) A)} V(s) F \mathscr{E}_{2,2}\left((t-s)^{2} F D\right)\right\} d s \\
= & \operatorname{Vec}\left[e^{\left(t-t_{0}\right) A}\left\{X\left(t_{0}\right) \mathscr{E}_{2}\left(\left(t-t_{0}\right)^{2} F D\right)+\left(t-t_{0}\right) Y\left(t_{0}\right) F \mathscr{E}_{2,2}\left(\left(t-t_{0}\right)^{2} F D\right)\right\}\right. \\
& \left.+\int_{t_{0}}^{t} e^{(t-s) A}\left\{U(s) \mathscr{E}_{2}\left((t-s)^{2} F D\right)+(t-s) V(s) F \mathscr{E}_{2,2}\left((t-s)^{2} F D\right)\right\} d s\right] .
\end{aligned}
$$

From the injectivity of $\operatorname{Vec}(\cdot)$, we obtain the exact formula of $X(t)$ as desire. To get the formula of $Y(t)$, apply the same process.

The next corollary was firstly obtained in [12].
Corollary 4. Let $A, B, C, D \in M_{n}$ be such that $A C=C A$ and $B D=D B$. Then the system

$$
\begin{aligned}
& X^{\prime}(t)=A X(t) B+C Y(t) D, \\
& Y^{\prime}(t)=C X(t) D+A Y(t) B,
\end{aligned}
$$

in unknown matrix functions $X(t), Y(t) \in M_{n}$ has the general solution given by
$\operatorname{Vec} X(t)=e^{\left(t-t_{0}\right)\left(B^{T} \otimes A\right)}\left\{\left[\cosh \left(t-t_{0}\right)\left(D^{T} \otimes C\right)\right] \operatorname{Vec} X\left(t_{0}\right)+\left[\sinh \left(t-t_{0}\right)\left(D^{T} \otimes C\right)\right] \operatorname{Vec} Y\left(t_{0}\right)\right\}$,
$\operatorname{Vec} Y(t)=e^{\left(t-t_{0}\right)\left(B^{T} \otimes A\right)}\left\{\left[\sinh \left(t-t_{0}\right)\left(D^{T} \otimes C\right)\right] \operatorname{Vec} X\left(t_{0}\right)+\left[\cosh \left(t-t_{0}\right)\left(D^{T} \otimes C\right)\right] \operatorname{Vec} Y\left(t_{0}\right)\right\}$.
Proof. It is a special case of Corollary 1 when all given matrices are square and of the same size, $K=N=B^{T} \otimes A$ and $L=M=D^{T} \otimes C$.

### 4.2 Single Matrix Differential Equations

Now, we discuss certain single matrix differential equations from the main system (3.2).
Corollary 5. For each $i$, let $A_{i} \in M_{m}, B_{i} \in M_{n}$, and $U(t) \in M_{m, n}$. Denote $K=\sum_{i=1}^{p} B_{i}^{T} \otimes A_{i}$. Then the generalized Sylvester matrix differential equation

$$
X^{\prime}(t)=\sum_{i=1}^{p} A_{i} X(t) B_{i}+U(t)
$$

in unknown matrix function $X(t) \in M_{m, n}$ has the general solution given by

$$
\operatorname{Vec} X(t)=e^{\left(t-t_{0}\right) K} \operatorname{Vec} X\left(t_{0}\right)+\int_{t_{0}}^{t} e^{(t-s) K} \operatorname{Vec} U(s) d s
$$

For its homogeneous case $U(t)=0$, its general solution is reduced to $\operatorname{Vec} X(t)=e^{\left(t-t_{0}\right) K} \operatorname{Vec} X\left(t_{0}\right)$.
Proof. From Theorem 1, we can make a system of coupled equations into uncoupled equations by putting $C_{i}=E_{i}=0$ for all $i$. In this case, $L=M=0$.

The next result was firstly obtained in [3, Theorem 1].
Corollary 6. Let $A, B, U(t) \in M_{n}$ be given, and let $X(t) \in M_{n}$ be unknown. Then the Sylvester matrix differential equation

$$
X^{\prime}(t)=A X(t)+X(t) B+U(t)
$$

has the general solution given by

$$
X(t)=e^{\left(t-t_{0}\right) A} X\left(t_{0}\right) e^{\left(t-t_{0}\right) B}+\int_{t_{0}}^{t} e^{(t-s) A} U(s) e^{(t-s) B} d s
$$

Proof. From Corollary 5, we have $K=I \otimes A+B^{T} \otimes I=B^{T} \oplus A$, the Kronecker sum of $B^{T}$ and $A$. Applying Lemmas 1 and 4, we get

$$
e^{\left(t-t_{0}\right)\left(B^{T} \oplus A\right)}=e^{\left(t-t_{0}\right) B^{T} \oplus\left(t-t_{0}\right) A}=e^{\left(t-t_{0}\right) B^{T}} \otimes e^{\left(t-t_{0}\right) A}=\left[e^{\left(t-t_{0}\right) B}\right]^{T} \otimes e^{\left(t-t_{0}\right) A} .
$$

Now, Lemma 2 yields

$$
\operatorname{Vec} X(t)=\operatorname{Vec}\left\{e^{\left(t-t_{0}\right) A} X\left(t_{0}\right) e^{\left(t-t_{0}\right) B}\right\}+\int_{t_{0}}^{t} \operatorname{Vec}\left\{e^{(t-s) A} U(s) e^{(t-s) B}\right\} d s
$$

Since the vector operator is linear and continuous, we obtain

$$
\operatorname{Vec} X(t)=\operatorname{Vec}\left\{e^{\left(t-t_{0}\right) A} X\left(t_{0}\right) e^{\left(t-t_{0}\right) B}+\int_{t_{0}}^{t} e^{(t-s) A} U(s) e^{(t-s) B} d s\right\} .
$$

We finally get $X(t)$ from $\operatorname{Vec} X(t)$ due to the injectivity of the vector operator.
The explicit form of the solution for the homogeneous case $U(t)=0$ in Corollary 6 was firstly obtained in [6].

### 4.3 A System of Coupled Vector Differential Equations

Corollary 7. Let $A \in M_{m}, C \in M_{m, k}, E \in M_{k, m}, G \in M_{k}$ be given constant matrices such that $A C=C G$ and $G E=E A$. Let $u(t) \in \mathbb{R}^{m}, v(t) \in \mathbb{R}^{k}$ be given vector functions. Then the general solution of the system of coupled vector differential equations

$$
\begin{aligned}
& x^{\prime}(t)=A x(t)+C y(t)+u(t), \\
& y^{\prime}(t)=E x(t)+G y(t)+v(t)
\end{aligned}
$$

in unknown vector functions $x(t) \in \mathbb{R}^{m}$ and $y(t) \in \mathbb{R}^{k}$ is given by

$$
\begin{aligned}
x(t)= & e^{\left(t-t_{0}\right) A}\left\{\mathscr{E}_{2}\left(\left(t-t_{0}\right)^{2} C E\right) x\left(t_{0}\right)+\left(t-t_{0}\right)\left[\mathscr{E}_{2,2}\left(\left(t-t_{0}\right)^{2} C E\right)\right] E y\left(t_{0}\right)\right\} \\
& +\int_{t_{0}}^{t} e^{(t-s) A}\left\{\mathscr{E}_{2}\left((t-s)^{2} C E\right) u(s)+(t-s)\left[\mathscr{E}_{2,2}\left((t-s)^{2} C E\right)\right] E v(s)\right\} d s, \\
y(t)= & e^{\left(t-t_{0}\right) G}\left\{\left(t-t_{0}\right)\left[\mathscr{E}_{2,2}\left(\left(t-t_{0}\right)^{2} E C\right)\right] C x\left(t_{0}\right)+\left[\mathscr{E}_{2}\left(\left(t-t_{0}\right)^{2} E C\right)\right] y\left(t_{0}\right)\right\} \\
& +\int_{t_{0}}^{t} e^{(t-s) G}\left\{(t-s)\left[\mathscr{E}_{2,2}\left((t-s)^{2} E C\right)\right] C u(s)+\left[\mathscr{E}_{2}\left((t-s)^{2} E C\right)\right] v(s)\right\} d s .
\end{aligned}
$$

If in addition $C=E$, then

$$
\begin{aligned}
x(t)= & e^{\left(t-t_{0}\right) A}\left\{\left(\cosh \left(t-t_{0}\right) C\right) x\left(t_{0}\right)+\left(\sinh \left(t-t_{0}\right) C\right) y\left(t_{0}\right)\right\} \\
& +\int_{t_{0}}^{t} e^{(t-s) A}\{(\cosh (t-s) C) u(s)+(\sinh (t-s) C) v(s)\} \\
y(t)= & e^{\left(t-t_{0}\right) G}\left\{\left(\sinh \left(t-t_{0}\right) C\right) x\left(t_{0}\right)+\left(\cosh \left(t-t_{0}\right) C\right) y\left(t_{0}\right)\right\} \\
& +\int_{t_{0}}^{t} e^{(t-s) N}\{(\sinh (t-s) C) u(s)+(\cosh (t-s) C) v(s)\} d s .
\end{aligned}
$$

Proof. It is a special case of Corollary 2 when $l=n=1$ and $B=D=F=H=[1]$.

## 5. Illustrative Initial Value Problems

In this section, we illustrate initial value problems associated with systems of matrix differential equations considered in the previous section. When initial conditions are imposed to such system, its solution is unique and appeared in an explicit form.

Example 1. Let $A, C \in M_{n}$ be such that $A C=C A$. Consider the following system of coupled matrix differential equations:

$$
\begin{align*}
X^{\prime}(t) & =A X(t)+C Y(t),  \tag{5.1}\\
Y^{\prime}(t) & =C X(t)+A Y(t), \tag{5.2}
\end{align*}
$$

in unknown matrix functions $X(t), Y(t) \in M_{n}$. From Corollary 4, we have
$\operatorname{Vec} X(t)=e^{\left(t-t_{0}\right)(I \otimes A)}\left\{\left[\cosh \left(t-t_{0}\right)(I \otimes C)\right] \operatorname{Vec} X\left(t_{0}\right)+\left[\sinh \left(t-t_{0}\right)(I \otimes C)\right] \operatorname{Vec} Y\left(t_{0}\right)\right\}$.
Using Lemma 1, we can reduce the above formula as follows:

$$
\begin{aligned}
\operatorname{Vec} X(t) & =\left(I \otimes e^{\left(t-t_{0}\right) A}\right)\left\{\left[I \otimes \cosh \left(t-t_{0}\right) C\right] \operatorname{Vec} X\left(t_{0}\right)+I \otimes\left[\sinh \left(t-t_{0}\right) C\right] \operatorname{Vec} Y\left(t_{0}\right)\right\} \\
& =\left(I \otimes e^{\left(t-t_{0}\right) A} \cosh \left(t-t_{0}\right) C\right) \operatorname{Vec} X\left(t_{0}\right)+\left(I \otimes e^{\left(t-t_{0}\right) A} \sinh \left(t-t_{0}\right) C\right) \operatorname{Vec} Y\left(t_{0}\right) .
\end{aligned}
$$

Thus, by Lemma 2, we get

$$
\begin{align*}
X(t) & =e^{\left(t-t_{0}\right) A}\left[\left(\cosh \left(t-t_{0}\right) C\right) X\left(t_{0}\right)+\left(\sinh \left(t-t_{0}\right) C\right) Y\left(t_{0}\right)\right],  \tag{5.3}\\
Y(t) & =e^{\left(t-t_{0}\right) A}\left[\left(\sinh \left(t-t_{0}\right) C\right) X\left(t_{0}\right)+\left(\cosh \left(t-t_{0}\right) C\right) Y\left(t_{0}\right)\right] . \tag{5.4}
\end{align*}
$$

Now, consider the system (5.1) under initial conditions $X(0)=W_{1}$ and $Y(0)=W_{2}$, where

$$
A=\left[\begin{array}{ll}
1 & 0 \\
2 & 2
\end{array}\right], \quad C=\left[\begin{array}{cc}
2 & 0 \\
-2 & 1
\end{array}\right], \quad W_{1}=\left[\begin{array}{ll}
1 & 0 \\
1 & 2
\end{array}\right], \text { and } W_{2}=\left[\begin{array}{cc}
1 & 0 \\
-2 & 2
\end{array}\right] .
$$

First, note that $A C=C A$. Now, we compute the following matrix exponentials:

$$
e^{t A}=\left[\begin{array}{cc}
e^{t} & 0 \\
2\left(e^{2 t}-e^{t}\right) & e^{2 t}
\end{array}\right], \quad e^{t C}=\left[\begin{array}{cc}
e^{2 t} & 0 \\
2\left(e^{t}-e^{2 t}\right) & e^{t}
\end{array}\right], \quad e^{-t C}=\left[\begin{array}{cc}
e^{-2 t} & 0 \\
2\left(e^{-t}-e^{-2 t}\right) & e^{-t}
\end{array}\right] .
$$

Then we have the following matrix hyperbolic functions:

$$
\begin{aligned}
& \cosh t C=\frac{1}{2}\left(e^{t C}+e^{-t C}\right)=\left[\begin{array}{cc}
\cosh 2 t & 0 \\
2 \cosh t-2 \cosh 2 t & \cosh t
\end{array}\right] . \\
& \sinh t C=\frac{1}{2}\left(e^{t C}-e^{-t C}\right)=\left[\begin{array}{cc}
\sinh 2 t & 0 \\
2 \sinh t-2 \sinh 2 t & \sinh t
\end{array}\right] .
\end{aligned}
$$

From (5.3) and (5.4), we have

$$
X(t)=\left[\begin{array}{cc}
e^{3 t} & 0 \\
-\frac{1}{2} e^{3 t}+\frac{3}{2} e^{t} & 2 e^{3 t}
\end{array}\right], \quad Y(t)=\left[\begin{array}{cc}
e^{3 t} & 0 \\
-\frac{1}{2} e^{3 t}-\frac{3}{2} e^{t} & 2 e^{3 t}
\end{array}\right] .
$$

One can check that the formulas of $X(t)$ and $Y(t)$ satisfy the above initial value problem.
Example 2. Consider the following coupled matrix differential equations:

$$
\left.\begin{array}{l}
X^{\prime}(t)=A X(t) B+C Y(t) D  \tag{5.5}\\
Y^{\prime}(t)=C X(t) D+A Y(t) B
\end{array}\right\}
$$

under initial conditions $X(0)=W_{1}$ and $Y(0)=W_{2}$, where

$$
A=\left[\begin{array}{ll}
1 & 0 \\
2 & 2
\end{array}\right], B=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right], C=\left[\begin{array}{cc}
2 & 0 \\
-2 & 1
\end{array}\right], D=\left[\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right], W_{1}=\left[\begin{array}{cc}
1 & 0 \\
3 & -1
\end{array}\right], W_{2}=\left[\begin{array}{cc}
0 & -1 \\
1 & 2
\end{array}\right] .
$$

First, note that $A C=C A$ and $B D=D B$. From Corollary 4, we have

$$
\begin{equation*}
\operatorname{Vec} X(t)=e^{t B^{T} \otimes A}\left\{\left[\cosh \left(t D^{T} \otimes C\right)\right] \operatorname{Vec} X(0)+\left[\sinh \left(t D^{T} \otimes C\right)\right] \operatorname{Vec} Y(0)\right\} \tag{5.6}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{Vec} Y(t)=e^{t B^{T} \otimes A}\left\{\left[\sinh \left(t D^{T} \otimes C\right)\right] \operatorname{Vec} X(0)+\left[\cosh \left(t D^{T} \otimes C\right)\right] \operatorname{Vec} Y(0)\right\} . \tag{5.7}
\end{equation*}
$$

Note that by Lemma 1 (5), we have $\operatorname{Sp}\left(B^{T} \otimes A\right)=\{1,2,-1,-2\}$. So, to get an explicit formula of $e^{t B^{T} \otimes A}$, we apply Cayley-Hamilton theorem to write it as a matrix polynomial of degree at most 3 :

$$
e^{t B^{T} \otimes A}=\sum_{k=0}^{3} r_{k}(t)\left(B^{T} \otimes A\right)^{k}
$$

for some $r_{0}(t), r_{1}(t), r_{2}(t), r_{3}(t)$ satisfying $e^{t \lambda}=\sum_{k=0}^{3} r_{k}(t) \lambda^{k}$ for all $\lambda \in \operatorname{Sp}\left(B^{T} \otimes A\right)$. This leads to the Vandermonde system:

$$
\left[\begin{array}{c}
e^{t} \\
e^{2 t} \\
e^{-t} \\
e^{-2 t}
\end{array}\right]=\left[\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & 2 & 4 & 8 \\
1 & -1 & 1 & -1 \\
1 & -2 & 4 & -8
\end{array}\right]\left[\begin{array}{l}
r_{0}(t) \\
r_{1}(t) \\
r_{2}(t) \\
r_{3}(t)
\end{array}\right]
$$

Solving this linear system to get

$$
\begin{array}{ll}
r_{0}(t)=\frac{1}{12}\left(8 e^{t}-2 e^{2 t}+8 e^{-t}-2 e^{-2 t}\right), & r_{1}(t)=\frac{1}{12}\left(8 e^{t}-e^{2 t}-8 e^{-t}+e^{-2 t}\right), \\
r_{2}(t)=\frac{1}{12}\left(-2 e^{t}+2 e^{2 t}-2 e^{-t}+2 e^{-2 t}\right), & r_{3}(t)=\frac{1}{12}\left(-2 e^{t}+e^{2 t}+2 e^{-t}-e^{-2 t}\right) .
\end{array}
$$

Thus,

$$
\begin{aligned}
e^{t B^{T} \otimes A} & =r_{0}(t) I+r_{1}(t)\left(B^{T} \otimes A\right)+r_{2}(t)\left(B^{T} \otimes A\right)^{2}+r_{3}(t)\left(B^{T} \otimes A\right)^{3} \\
& =\left[\begin{array}{cccc}
r_{0}(t)+r_{2}(t) & 0 & r_{1}(t)+r_{3}(t) & 0 \\
6 r_{2}(t) & r_{0}(t)+4 r_{2}(t) & 2 r_{1}(t)+14 r_{3}(t) & 2 r_{1}(t)+8 r_{3}(t) \\
r_{1}(t)+r_{3}(t) & 0 & r_{0}(t)+r_{2}(t) & 0 \\
2 r_{1}(t)+14 r_{3}(t) & 2 r_{1}(t)+6 r_{3}(t) & 6 r_{2}(t) & r_{0}(t)+4 r_{2}(t)
\end{array}\right] .
\end{aligned}
$$

Using Lemma 5 to compute the following:

$$
e^{t D^{T} \otimes C}=e^{\left[\begin{array}{cc}
t C & t C \\
t C & t C
\end{array}\right]}=e^{\left[\begin{array}{cc}
t C & 0 \\
0 & t C
\end{array}\right]} e^{\left[\begin{array}{cc}
0 & t C \\
t C & 0
\end{array}\right]}=\frac{1}{2}\left[\begin{array}{ll}
e^{2 t C}+I & e^{2 t C}-I \\
e^{2 t C}-I & e^{2 t C}+I
\end{array}\right] .
$$

Now, we have

$$
e^{2 t C}=\left[\begin{array}{cc}
e^{4 t} & 0 \\
2\left(e^{2 t}-e^{4 t}\right) & e^{2 t}
\end{array}\right], \quad e^{t D^{T} \otimes C}=\left[\begin{array}{cccc}
e^{4 t}+1 & 0 & e^{4 t}-1 & 0 \\
2\left(e^{2 t}-e^{4 t}\right) & e^{2 t}+1 & 2\left(e^{2 t}-e^{4 t}\right) & e^{2 t}-1 \\
e^{4 t}-1 & 0 & e^{4 t}+1 & 0 \\
2\left(e^{2 t}-e^{4 t}\right) & e^{2 t}-1 & 2\left(e^{2 t}-e^{4 t}\right) & e^{2 t}+1
\end{array}\right]
$$

Hence, one can get the solutions $X(t)$ and $Y(t)$ from (5.6) and (5.7).

## 6. Conclusion

We investigate certain systems of coupled generalized Sylvester matrix differential equations in both nonhomogeneous and homogeneous cases. To solve for its general solution, we apply the vector operator to the matrix systems, so that they are reduced to simple equivalent vector differential systems. We obtain explicit forms of its general solution in terms of Kronecker products, and matrix series concerning Mittag-Leffler functions, exponentials, and hyperbolic functions. Our assumptions on coefficient matrices are not too restricted anymore since they include many interesting special cases. Our results includes certain systems of coupled matrix/vector differential equations, and single matrix differential equations as special cases.
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