Statistical Relationship among Driver’s Drowsiness, Eye State and Head Posture
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Abstract. Many serious accidents in road traffic are resulted from driver’s drowsiness, leading to special efforts in improving traffic safety by searching for optimal models to accurately detect and alert driver's drowsiness. Thus, numerous scholars worldwide have paid special interest in proposing a great number of detection methods, among which visual feature-based approaches, such as eye state, head movement, yawning, facial expressions, etc., have been most preferred as they are non-intrusive and effectively detect drowsiness. However, the current literature fails to show the statistical relationships among the driver’s drowsiness, eye state and head posture. Thus, the statistical linear regression and binary logistic regression models found in this paper fill the existing gap; especially, the eye state should be determined by simultaneously monitoring the eye states of both eyes and it has greater impact on the detection ability than that of head posture. More importantly, the interactive combination of eye state and head posture provides better detection ability. Our proposed logistic regression model can correctly detect 99.1\% of the total investigated observations in a practical experiment study.
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1. Introduction

Many serious accidents in road traffic are resulted from driver’s drowsiness which usually occurs when a driver fails to have enough sleep or enough rest for/after a long trip, leading
to a decrease in his/her observation and reaction ability [13,14]. As a matter of fact, drivers feel fatigued if they sit still for a long time due to the vibration, noise, and shaking of the vehicles. If fatigued, they should take a proper rest before continuing their trips to avoid falling into drowsiness which leads to distraction and unconscious state or even seriously loses their control of the vehicle awhile. Losing the control of the vehicle just only a few seconds may cause a terrible disaster as they fail to effectively reflex to avoid obstacles and/or other vehicles [13,14]. Therefore, searching for optimal models to accurately detect and alert driver’s drowsiness has been an interesting research topic that attracts special attention of numerous scholars [1–5,7–11,15–19,22–24,36–38,41–44,46–49]. Jo et al. [19] and Dong et al. [8] classified the existing approaches into three categories, including (i) driving behavior-based approaches; (ii) physiological feature-based approaches; and (iii) visual feature-based approaches. Among these categories, visual feature-based approaches have been most preferred as they are non-intrusive by providing tracking information obtained from a camera mounted on vehicle [17].

Specifically, there have also been a great number of detection methods such as eye state, head movement, yawning, facial expressions, etc., proposed in the third category [17]. Methods using eye state to measure driver drowsiness, investigated by Eriksson and Papanikotopoulos [9], Parmar [32], Bergasa et al. [4], Orazio et al. [30], Wu and Trivedi [47], Adachi et al. [1], Li [25], Wang et al. [44], Yunq et al. [49], Bhowmick and Kumar [5], Ince and Yang [15], Noguchi et al. [29], Sukno et al. [38], Flores and Armingol [11], Jo et al. [20], Tsuchida et al. [41], Jo et al. [19], Panning et al. [31], Kurilyak et al. [24], Minkov et al. [27], and Uliyar and Ukil [42], generally calculate values such as eye closure duration (ECD), the frequency of eye closure (FEC) [30], and percentage of eye closure (PERCLOS) [45]; and they have already shown superior accuracy in detecting drowsiness [43]. Meanwhile, methods using head movement to measure drowsiness by estimating head posture can be effectively used to infer attention focus of humans [2,6,14,21,28,37].

However, the current literature fails to show the statistical relationships among the driver’s drowsiness, eye state and head posture. This paper aims at filling the gap with an appropriate statistical model for the relationships that can be used to identify the probability of becoming drowsy in consideration of eye state and head posture. To achieve that, multiple linear regression with ordinary least square (OLS) method and binary logistic regression are suggested.

The rest of this paper is organized as the following. Section 2 presents an overview of some prominent approaches in classifying eye state and head posture while the fundamental issues of the multiple linear regression and logistic regression models are discussed in Section 3. Empirical data collection and analyses make up Section 4. And brief concluding remarks are finally presented in the last section.

### 2. Literature Review

#### 2.1 Methods of Classifying Eye State

Jo et al. [17] gave a brief review of the existing approaches in classifying eye states as open or close. The methods proposed by Eriksson and Papanikotopoulos [9], Parmar [32], Bergasa et al. [4], Orazio et al. [30], Wu and Trivedi [47], Li [25], Flores and Armingol [11], Jo et al. [20], Jo et al. [19], Panning et al. [31], Kurilyak et al. [24], Minkov et al. [27], and Uliyar...
and Ukil [42] basically work with different extraction algorithm to effectively extract texture features of eyes to finally classify eye state; thus, they are grouped as “texture-based methods”. For examples, Eriksson and Papanikotopulos [9] and Parmar [32] suggested using histogram plots of local eye image; Wu and Trivedi [47] proposed Tensor principal component analysis (PCA); or Gabor response waves by Li [25] and Flores and Armingol [11]; frame differencing by Bergasa et al. [4] and Kurylyak et al. [24]; edge of local eye image by Orazio et al. [30] and Jo et al. [20].

Notably, Jo et al. [19] proposed combining appearance features, extracted from principal component analysis (PCA) and linear discriminant analysis (LDA), and statistical features, derived from the sparseness and kurtosis of the histogram from the eye-edge image. Or, Minkov et al. [27] suggested using some typical characteristics such as raw-image intensities, the magnitude of the responses of Gabor filters, the pyramid histogram of oriented gradients (PHOGs), and optical flow as the inputs for the Gaussian radial basis function (GRBF) kernels in a support vector machine (SVM) while Uliyar and Ukil [42] proposed calculating local binary pattern (LBP) histogram features from the input eye image before using a canonical correlation analysis (CCA), which was claimed to improve the classification accuracy about 10-12% compared to those using normalized intensity-based features.

Alternatively, Adachi et al. [1] proposed using two separate searching windows to detect eyelids by measuring their distances in both eyes while Wang et al. [44], Sukno et al. [38] and Noguchi et al. [29] used an active shape model (ASM) to extract eye contours before similarly measuring the eyelid distances in both eyes. Or, Ince and Yang [15] and Tsuchida et al. [41] proposed measuring the distance between upper and lower eyelids to classify eye state. Thus, these methods are grouped as “shape-based methods” [17].

Or, Bhowmick and Kumar [5] and Yunq et al. [49] proposed taking the advantages of these two groups to have a more robust classification of eye state by using a nonlinear SVM trained with both texture-based features and shape-based features extracted from the input eye image. The classification approach proposed by Hien et al. [13] was claimed to run in real-time speed with high accuracy in detecting eye state measured in seconds or frames. Moreover, their approach is found also very simple; thus, promising a high applicability in practice. Therefore, this paper employs Hien et al. [13]’s approach in classifying eye states as inputs for our statistical model.

2.2 Methods of Classifying Head Posture

Besides the prominent eye state approaches in detecting driver’s drowsiness as discussed above, head posture is also an interesting research topic in the field, attracting special attention of Kawato and Ohya [21], Murphy-Chutorian et al. [28], Smith et al. [37], Benfold and Reid [2], Chamveha et al. [6], Hien et al. [14]. Literally, head posture can be a good indicator of drowsiness [3] because drowsy driver’s head posture is greatly different from that of alert one. Ji and Yang [18] pointed that alert drivers normally look straight ahead whereas drowsy ones frequently look in other directions for a period of time. Kito et al. [23] proposed measuring head postures with a gyroscope during driving activity. However, they only investigated the head postures of drivers at specific intervals rather than the effect of drowsiness on head postures.
Thus, Berg [3] claimed that the relationship between drowsiness and head posture over time is rarely investigated.

Moreover, Hien et al. [14] argued that a drowsy person is normally observed with head bend posture or head in slanting state which makes the detection of drowsy driver more difficult because his/her face fails to be in-line with the equipped camera. In addition, the shaking of vehicle or the driver’s winking even makes the problem much more complicated. However, head bend posture can also be inferred as a signal of drowsiness. Therefore, they successfully proposed an advanced model based on the well-known facial normal approach. The model was claimed to provide an accuracy level of 96.56% of investigated cases. Due to the excellent performance of their approach, it is employed in this paper to collect necessary data of head postures (as normal or nodding) as inputs for our statistical model.

3. Primaries about Linear Regression and Logistic Regression

3.1 Multiple Linear Regression

Regression analysis is preferably used to uncover the statistical relationships between independent variables (causal variables) and a dependent variable (influenced ones). The estimated relationships are typically evaluated with a so-called “statistical significance” which is referred as the degree of confidence that the true relationship is close to the estimated one [12]. Conventionally, a multiple linear regression usually comes in the following general form:

\[ y = a_0 + a_1 x_1 + a_2 x_2 + \cdots + a_n x_n , \]

where \( y \) denotes dependent variable; \( x_1, x_2, \ldots, x_n \) denote independent variables; \( a_1, a_2, \ldots, a_n \) are called “Regression coefficients”.

The statistical relationships between the dependent variable and independent ones are interpreted from the regression coefficients which represent the quantitative effect of each independent variable on the estimated change of the dependent one while other independent variables are kept unchanged. Regression coefficient is effectively obtained with least squares (LS) methods. Among several existing variations, ordinary least squares (OLS) method is preferably used due to its simple computation.

OLS is useful in estimating the values of the coefficients such that providing the minimum sum of the squares between the observed and modeled values of the dependent variable. Particularly, assume that we have \( m \) observations and let \( y_i \) and \( \hat{y}_i \) be respectively the observed and modeled values of \( y \) at the entry \( i \)th; then, the residual of this entry is defined as:

\[ \varepsilon_i = y_i - \hat{y}_i = y_i - a_0 - a_1 x_{1i} - \cdots - a_n x_{ni} \quad (i = 1, m). \]

The OLS method is expressed as: \( \sum_{i=1}^{m} \varepsilon_i^2 \to \min \).

Nowadays, solving such objective in linear programming is really easy in several computer softwares. Hence, the parameters \( a_0, a_1, \ldots, a_n \) in the regression models are also easily obtained. However, the validity of the model and each coefficient should be carefully tested. Traditionally, obtained significance level, abbreviated as “Sig.” or “p-value” in computational programs, is
used for the tests and compared to a given significance level (\(\alpha\)) which is actually the probability that a null hypothesis is rejected when it is in fact true and should not have been rejected. \(\alpha\) is usually set at 5%. Once the obtained significance level of a model or a variable is not greater than \(\alpha\), the model or the variable is respectively said to be statistically significant. A significant model is well believed to fit to actual data set in the real phenomena; and an insignificant variable should be dropped out from the regression model [12].

Literally, the goodness-of-fit of a linear model can be judged with some measures, such as the determination coefficient (\(R^2\)), root mean square error (RMSE), mean absolute percentage error (MAPE), etc. Among them, adjusted determination coefficient (\(\bar{R}^2\)) is commonly used for multiple linear regression. It is determined by:

\[
\bar{R}^2 = \left[1 - \frac{\sum_{i=1}^{m} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{m} (y_i - \bar{y}_i)^2}\right] \times \frac{m - 1}{m - n - 1}.
\]

### 3.2 Binary Logistic Regression

When dealing with a dichotomous categorical dependent variable, we count the frequency of a given characteristic \((n)\) in relation to the total number of observations \((N)\); and the proportion \(p = n/N\) is called the probability of having the expected characteristics. Logistic model is based on the cumulative probability function which is mathematically specified as:

\[
P_i = \frac{1}{1 + e^{-Z_i}} = \frac{1}{1 + e^{-(b_0 + b_1X_{1i} + b_2X_{2i} + \cdots + b_kX_{ki})}}.
\]

It is quite easy to verify that as \(Z_i\) ranges from \(-\infty\) to \(+\infty\), \(P_i\) ranges between 0 and 1. Moreover, it can also be transformed as:

\[
\frac{P_i}{1 - P_i} = \frac{1 + e^{Z_i}}{1 + e^{-Z_i}} = e^{Z_i}.
\]

By taking the natural logarithm of the equation, we have:

\[
L_i = \ln(O_i) = \ln\left(\frac{P_i}{1 - P_i}\right) = Z_i = b_0 + b_1X_{1i} + b_2X_{2i} + \cdots + b_kX_{ki},
\]

where \(L_i\) is called “logit” and \(O_i\) is called “Odds”.

Now, assume that at a specific time \(t\), the occurrence probability of the required characteristic is \(p_t\) and at \(t + 1\), \(X_j\) is increased 1 unit while others are kept unchanged. Let’s consider, we have:

\[
L_{t+1} - L_t = \ln\left(\frac{O_{t+1}}{O_t}\right) = b_j.
\]

Consequently, \(O_{t+1}/O_t = e^{b_j} \Rightarrow O_{t+1} = O_t \times e^{b_j}\); therefore, the coefficient \(b_j\) can be explained as the parameter to determine new Odds from the old Odds by multiplying \(e^{b_j}\); or equivalently determine the new occurrence probability of the required characteristic

\[
p_{t+1} = \frac{p_t e^{b_j}}{1 + p_t(e^{b_j} - 1)}.
\]
4. Empirical Experiments and Results

This study utilizes the integrated system proposed by Hien et al. [14]; thus, the inputs for the system are from a high quality camera directly mounted in front of driver in such a way that its central axis is set straight forward to driver’s face in his/her most comfortable position as shown in Figure 1. The system automatically identifies critical facial features based on an algorithm analyzing face components, the positions of two eyes; and provides these parameters into the system database. Then, the system constantly monitors the states of left eye (denoted by LE) and right eye (denoted by RE) and head postures (denoted by HP) simultaneously. Specifically, for each frame, the system can provide data for the three variables based on a binary classification: 0 and 1, where 0 is the label for open eye or normal head, and 1 is the label for closed eye or nodding head. From the labels of 0 and 1, the system counts the frequency of label 1 in 72 consecutive frames; and based on the practical advice from some experts, if no less than 40 frames of eye states and/or 45 frames of head postures out of the 72 frames are found, the driver is believed to be drowsy; thus, driver’s drowsiness state (DR) is labeled with 1, otherwise 0. Consequently, in our regression models, DR is considered as a dependent variable whereas LE, RE, and HP are independent ones; or, our statistical model can be written as

\[ DR = f(LE, RE, HP). \]

Our data were collected from 4 systems mounted on 4 heavy trucks operating on the long route between the North and South of Vietnam for 15 days. Every day, each truck had two drivers alternate with each other to drive most of the time. As the system recorded data with specific time shown, after each trip, the drivers were asked to review and confirm whether they felt drowsy at the time. Their confirmation is a critical source of information not only to evaluate the performance of the system but also analyze the relationships between DR and other three variables investigated in this study.

4.1 Multiple Linear Regression

This paper considers two independent linear regression models to find a better one to present the expected relationships. They are:

(i) \[ DR = f(LE, RE, HP); \] and
(ii) $DR = f(EY, HP)$ where $EY$ is a variable containing the maximum value of $LE$ and $RE$ at a specific time, i.e. $EY_i = \max\{LE_i, RE_i\}$.

From the experimental data collected, we have two standardized models as the following:

- Model 1: $DR = 0.249 + 0.006LE + 0.006RE + 0.004HP$; and $\bar{R}^2_1 = 0.364$

- Model 2: $DR = 0.115 + 0.011EY + 0.007HP$; and $\bar{R}^2_1 = 0.449$

where the lower numbers in brackets are the obtained significance levels of relevant regression coefficients.

As $\bar{R}^2_2 > \bar{R}^2_1$ we can conclude that Model 2 is better than Model 1 in presenting the relationship between the drowsiness and the eye state and the head posture. This implies that the eye state in the model should simultaneously consider the state of both eyes to provide better detection ability. Moreover, both models show that the eye state has stronger impact on the drowsiness state of driver. Especially, whenever there is an increase in the frequency of closed eye and/or nodding head, the driver is more likely to be drowsy. The term “more likely” is quantitated with the following binary logistic regression.

### 4.2 Binary Logistic Regression

As DR is a dichotomous variable with only two possible cases: alert (labeled with 0) and drowsy (labeled with 1), it is hence appropriate to model the probability of a driver falling into drowsiness state based on the variables identified in the above linear regression. Particularly, assume that there are $n$ independent observations; let $p_i$ denote the probability of drowsiness at the $i$th observation; then, the binary logistic regression can be written as:

$$\ln(O_i) = \ln\left(\frac{p_i}{1-p_i}\right) = \alpha_0 + \alpha_1EY_i + \alpha_2HP_i.$$ 

The Odds $O_i = \frac{p_i}{1-p_i}$ is used to compare the occurrence probability and nonoccurrence probability of drowsiness. The model is named as “BR1”.

Besides, this paper also investigates the interactive influence of the eye state and the head posture on the detection of drowsiness by considering another alternative model which is named “BR2” as

$$\ln(O_i) = \ln\left(\frac{p_i}{1-p_i}\right) = \alpha_0 + \alpha_1EY_i + \alpha_2HP_i + \alpha_3EH_i$$

where $EH_i = EY_i \times HP_i$ is an interactive variable of the eye state and the head posture.

With the data collected in this study, the two logistic models are accordingly presented in Table 1 which shows that both models are statistically significant. From the results in Table 1 with Model BR1, if we have one more frame of closed eye in 72 consecutive frames while the HPis unchanged, the new Odds would increase 1.538 times compared to the old Odds; similarly, if we have one more frame of head posture in 72 consecutive frames while the EY is unchanged, the new Odds would increase 1.330 times compared to the old Odds. This finding can also assist
determining the occurrence probability of drowsiness when we know the probability at a certain time.

Table 1. Regression coefficients of BR1 and BR2

<table>
<thead>
<tr>
<th>Model</th>
<th>Variable</th>
<th>( \alpha )</th>
<th>( e^\alpha )</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>BR1</td>
<td>EY</td>
<td>0.431</td>
<td>1.538</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>HP</td>
<td>0.285</td>
<td>1.330</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>Constant</td>
<td>-19.840</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>BR2</td>
<td>EY</td>
<td>2.331</td>
<td>10.287</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>HP</td>
<td>1.971</td>
<td>7.178</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>EH</td>
<td>-0.040</td>
<td>0.961</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>Constant</td>
<td>-94.872</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

However, in Model BR2, explaining the coefficients is a little bit difficult. Let’s assume that at a specific time \( t \), we have \( EY = 35 \) and \( HP = 32 \). If \( EY = 36 \), \( HP = 32 \) at time \( t + 1 \) (\( EY \) increases 1 unit while \( HP \) is unchanged), we have

\[
L_{t+1} - L_t = \ln \left( \frac{O_{t+1}}{O_t} \right) = \alpha_1 + \alpha_3 HP_t = 10.287 + 0.961 \times 32 = 41.039,
\]

meaning that the new Odds would increase \( e^{41.039} \) times compared to the old Odds; similarly, if \( EY = 35 \), \( HP = 33 \) at time \( t + 1 \) (\( HP \) increases 1 unit while \( EY \) is unchanged), we have

\[
L_{t+1} - L_t = \ln \left( \frac{O_{t+1}}{O_t} \right) = \alpha_2 + \alpha_3 EY_t = 7.178 + 0.961 \times 32 = 40.813;
\]

meaning that the new Odds would increase \( e^{40.813} \) times compared to the old Odds. We can also accordingly determine the occurrence probability of drowsiness when we know the probability at a certain time. Therefore, it could be said that the interactive variable can be significantly increase the probability of detecting drowsiness state.

To compare the performance of these two models, we randomly select 389,017 frames from the experimental data collected; among them, 53,210 frames are labeled with 0 (alert), and 335,807 frames are labeled with 1 (drowsy). The two models are employed to label these frames, which are then compared with the original ones to check for their accuracy. Finally, the results are briefly displayed in Table 2, which clearly shows that Model BR2 outperforms Model BR1 in term of accurate detection ability. This further supports the significant influence of the interactive variable on the detection ability as mentioned above.

Table 2. Comparison of BR1 and BR2

<table>
<thead>
<tr>
<th>Model</th>
<th>Observed</th>
<th>% of correctness</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Partial</td>
<td>Average</td>
</tr>
<tr>
<td>BR1</td>
<td>46,335</td>
<td>5,678</td>
</tr>
<tr>
<td></td>
<td>6,875</td>
<td>330,129</td>
</tr>
<tr>
<td>BR2</td>
<td>51,456</td>
<td>1,707</td>
</tr>
<tr>
<td></td>
<td>1,754</td>
<td>334,100</td>
</tr>
</tbody>
</table>
5. Conclusion

Searching for optimal models to accurately detect and alert driver's drowsiness has been an interesting research topic that attracts special attention of numerous scholars worldwide. Thus, a great number of detection methods have been proposed so far. Among them, visual feature-based approaches, such as eye state, head movement, yawning, facial expressions, etc., have been most preferred as they are non-intrusive and effectively detect drowsiness. However, the current literature fails to show the statistical relationships among the driver's drowsiness, eye state and head posture. Thus, the statistical linear regression and binary logistic regression models found in this paper fill the existing gap; especially, it is found that the eye state should be determined by simultaneously monitoring the eye states of both eyes; and it has greater impact on the detection ability than that of head posture. More importantly, the interactive combination of eye state and head posture provides better detection ability. Our proposed logistic regression model can correctly detect 99.1% of the total investigated observations in a practical experiment study.
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