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Abstract. We use different types of training algorithms in the neural network. But, we cannot
say which kind of training algorithm is fast for a given problem. So, in this survey paper, we are
trying to find which types of training algorithm are better for categorization problems. For this
purpose, we used ten types of training algorithms in the pattern network in MATLAB. We used
Levenberg-Marquardt (LM), Bayesian regularization backpropagation (BR), BFGS Quasi-Newton
(BFG), Resilient Backpropagation (RP), Scaled Conjugate gradient backpropagation (SCG), Conjugate
Gradient with Powell/Beale Restarts (CGB), Fletcher-Powell Conjugate Gradient (CGF), Polak-Ribiere
Conjugate Gradient (GDM), One Step Secant (OSS), and Variable Learning Rate Backpropagation
(GD) algorithm. In this survey paper, we also check, affects of these algorithms on neural network
when we applied different types of hidden neuron size. During this survey we found some new facts.
We found that RP, SCG, CGB, CGF and OSS are fastest algorithms. BFG takes more time with respect
to hidden neuron size. GDM and GD take more epochs. BR algorithm is not acceptable for image
categorization.
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1. Introduction
Now-a-days, neural network is used many areas. Clustering, classification, image recognition
are some areas where we used neural network. In all these areas, we used training algorithm

http://doi.org/10.26713/cma.v13i1.1680
https://orcid.org/0000-0001-8316-5617
https://orcid.org/0000-0003-0201-5663


352 Effect of Hidden Neuron Size on Different Training Algorithm in Neural Network: A. Kumar and S.S. Sodhi

for training the data. In the neural network first of all we take initial weights and bias of the
network. Then we train the network and find the actual (or new) weight and bias of the network
with the help of eqs. (1.1)-(1.3):

wnew = wold +∆w ji(n) , (1.1)

bnew = bold +η(error) , (1.2)

where

weight correction (∆w ji(n))= η ·error · yi(n) . (1.3)

Here, η is learning rate parameter, and yi(n) is the input of the ith layer of the network with
number of hidden neuron size is n. In this survey paper, we take ten famous training algorithms
which are currently used in neural network.

1.1 Levenberg-Marquardt (LM)
D.W. Marquardt ([36], [26]) proposed Levenberg-Marquardt (LM). If x is the input, then the LM
algorithm is eq. (1.4).

xk+1 = xk − [JT J+µI]−1JT e . (1.4)

Here J is the Jacobian matrix that contains first derivates of the network errors with respect to
the weights and biases, e is a vector of network errors, JT transpose of Jacobian matrix, µ is
step size, and k is the number of iterations.
When µ= 0, then eq. (1.4) becomes eq. (1.5):

xk+1 = xk − [JT J]−1JT e . (1.5)

Eq. (1.5) is just like a Newton’s method. When µ is very large, then eq. (1.4) becomes gradient
descent with a small step size.

Many authors used LM in neural network. For example, with the help of LM algorithm in the
neural network, Liang and Ning [24] showed that the parameter optimization results obtained
with this method can be very close to the actual effect under different conditions and in some
cases have a better control effect. Ju et al. [19] proposed a projected Levenberg-Marquardt (PLM).
They showed that PLM method has better convergence dealing with non-smooth constraints
even poor initial value setting. Särkkä and Svensson [34] showed that LM and line-search
extensions of iterated extended Kalman smoother (IEKS) algorithms converge better than the
classical IEKS.

1.2 Bayesian Regularization backpropagation (BR)
Whenever derivative of weight, input and transfer functions presents in the network, then BR
method can train the neural network.

Suppose, X is the input values, jX is Jacobian matrix, E is the error, I is identity matrix
and µ is the mean, then with the help of eqs. (1.6) to (1.8), we calculate new weight and bias
variables of X . This process is also known as backpropagation process.

JJ = jX ∗ jX , (1.6)

Je = JX ∗E , (1.7)
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dX =−(JJ+ I ∗µ) . (1.8)

Here, dX is the search direction. This value is put up into the eq. (1.9) for adjusting the
weight and bias values of X .

Many authors used BR in neural network. For example, for solving inverse kinematics
problems, Handayani et al. [16] used Bayesian regularization backpropagation in neural network
and reached the desired coordinate. Payal et al. [28] showed that Bayesian regularization
backpropagation (BR) algorithm is more accurate as compared to LM algorithm. BR algorithm
reduces the need for lengthy cross-validation. Baigen et al. [4] accurately recognize fault on board
equipment with the help of BR in Backpropagation Neural Network. Dalipi and Yayilgan [8]
predicted skiing injuries with the help of BR and LM algorithm and showed that BR has better
performance by achieving higher predictive accuracy. However, in this paper, we show that BR
algorithm is not acceptable for image categorization.

1.3 Broyden-Fletcher-Goldfarb-Shanno Quasi-Newton (BFG)
Dennis and Schnabel [9] described Broyden-Fletcher-Goldfarb-Shanno (BFGS). This algorithm
takes more time, more storage and less iteration. Suppose, X is the input values. Then, weight
and bias variables of X are adjusted according with the eq. (1.9).

X = X +a∗dX , (1.9)

where dX is the search direction and a is the parameters which is used to minimize the
performance along the search direction. In succeeding iterations, the search direction is
computed according to the formula (1.10).

dX =−H \ gX , (1.10)

where gX is the gradient and H is an approximate Hessian matrix.
Many authors used BFG in neural network. For example, Chang et al. [6] proposed an

accelerated linear convergence rate under mild conditions with the help of stochastic limited
memory Broyden-Fletcher-Goldfarb-Shanno (sL-BFGS) algorithm. Lv et al. [25] developed a new
spectral scaling memory less BFGS algorithm for solving large scale unconstrained optimization
problems. Zhao et al. [45] improved convergence rates and complexities of the stochastic L-BFGS.
In this paper, we show that BFG algorithm takes more time for image categorization.

1.4 Resilient Backpropagation (RP)
This algorithm is also known as Rprop. Rprop is proposed by Riedmilier and Braun [32]. Weight
and bias variables of X is adjusted according to the eq. (1.11).

dX =∆X ∗sign(gX ) , (1.11)

where ∆X is the change of inputs. The elements of ∆X are all initialized with zero value, and
gX is the gradient of the each iterations. This value is put up into the eq. (1.9) for adjusting the
weight and bias values of X .

Many authors used RP in neural network. For example, Cui et al. [7] proposed a novel
maximum power point tracking (MPPT) method which is based on Rprop neural network.
Leholo et al. [22] showed that the train_LM gives better performance than train_SCG (Scaled
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Conjugate Gradient), train_BFGS (Quasi-Newton) and train_RP. Kliment et al. [21] showed
that the Rprop algorithm can be consider for the most robust because of its iteration process is
based on the sign of the gradient, not its magnitude.

1.5 Scaled Conjugate gradient (SCG) backpropagation
The scaled conjugate gradient algorithm is based on conjugate directions [27]. Whenever
derivative of weight, input and transfer functions presents in the network, then this method
can train this network.

Many authors used SCG in neural network. For example, Zubir et al. [46] achieved 100%
accuracy for successful classify agarwood oil quality using SCG algorithm in Multi-Layer
Perceptron (MLP). Upadhyay et al. [38] achieved 96.67% and 93.23% accuracy in prediction of
Service Level Agreement (SLA) in cloud computing using SCG algorithm. Wang et al. [39]
achieved 96.5% recognition accuracy of Gas Insulated Switchgear (GIS). Upadhyay and
Nagpal [37] found 97.12% classification accuracy of stressed Electroencephalogram (EEG)
Spectrum.

1.6 Conjugate Gradient with Powell/Beale Restarts (CGB)
This algorithm was proposed by Powell [30]. In Powell-Beale Restarts (PBR) approach,
orthogonality between the current and the previous gradient vectors is checked at the each
iteration [12]. Conjugate Gradient with Powell/Beale restarts if there is very little orthogonality
left between the current gradient and the previous gradient [2].

In the Conjugate Gradient Iteration process, first of all we take initial inputs (x0)= 0, initial
residual (r0)=bias value and search direction (d0)= 0, for next iteration (k), we calculate step
size (a) with the help of eq. (1.12), residual (rk) with the help of eq. (1.13) and improvement (pk)
with the help of eq. (1.14).

(a)= rT
k−1rk−1

dT
k−1Adk−1

, (1.12)

where A is input value

(rk)= (rk−1)− (ak Adk−1), (1.13)

(pk)= rT
k rk

rT
k−1rk−1

. (1.14)

Now, we calculate eq. (1.9) by applying eq. (1.15), which is also called search direction.

dx = dk = (rk)− (pkdk−1) . (1.15)

The improvement (pk) can be computed in several different ways. There are two features
of the Powell-Beale variation. First, we easily know when to reset the search direction to the
gradient. Second, the search direction is computed from the negative gradient.
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Many authors used CGB in neural network. For example, Wisesty got (2017) average
accuracy 79.11% of Polak Ribiere, 93.20% average accuracy by Fletcher Reeves and 86.74%
accuracy by Powell/Beale [40].

1.7 Fletcher-Powell Conjugate Gradient (CGF)
Fletcher et al. [11] proposed this algorithm. The entire conjugate gradient algorithm starts out
by searching in the steepest descent direction (negative of the gradient) on the first iteration
(eq. (1.16)).

Po =−go . (1.16)

g is the gradient value of input value and p is the search direction.
A line search is then performed to determine the optimal distance to move along the current

search direction (eq. (1.17)).

xk+1 = xkαkPk , (1.17)

where αkPk is search direction.
Then the next search direction is determined. This is determined with the help of eq. (1.18).

Pk =−gk +βkPk−1 . (1.18)

Here, gk is the gradient and βk is computed with the help of eq. (1.19) knows as Fletcher-Reeves
update method.

βk =
gT

k gk

gT
k−1 gk−1

. (1.19)

This is the ratio of the norm squared of the current gradient to the norm squared of the previous
gradient.

Here, weight and bias variables of X is adjusted according to the eq. (1.20) known as search
direction equation.

dX = dk =−gX +oldg X ∗βk , (1.20)

where gX is the gradient of the each iteration. This search direction value (dX ) is put up into
the eq. (1.9) for adjusting the weight and bias values of X .

Many authors used CGF in neural network. For example, Zhang et al. [44] showed
that prediction accuracy using Davidon-Fletcher-Powell Second order Volterra filter (DFP-
SOVF) model is better than that of linear prediction (LP). Abd-Ellah et al. showed that the
traincgf (training algorithm conjugate gradient with Fletcher-Reeves updates) provides the
best performance in comparison with traincgp (conjugate gradient with Polak-Ribiere updates),
trainrp (resilient backpropagation), traincgb (Conjugate gradient Peal restarts) in terms of
root mean square error (RMSE) values. Yumei et al. [42] showed that Davidon-Fletcher-Powell
(DFP) algorithm is better than Normalized Least Mean Square (NLMS) algorithm. Zhang and
Bai [43] showed that Davidon-Fletcher-Powell (DFP) algorithm always guarantee its stability
and convergence properties.
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1.8 Polak-Ribiere Conjugate Gradient (GDM)
This algorithm is described by Scales [35]. For the Ploak-Ribiere update, the constant βk of
eq. (1.19) can be computed with the help of eq. (1.21).

βk =
δ_gT

k−1 gk

gT
k−1 gk−1

. (1.21)

This is the inner product of the previous change in the gradient with the current gradient
divided by the norm squared of the previous gradient.

Many authors used GDM in neural network. For example, Yang et al. [41] recognized
signal modulation with the help of Polak-Ribiere algorithm in neural network. Pratiwi and
Aditsania [31] detected cancer with the help of Genetic Bee Colony (GBC) and conjugate gradient
backpropagation with modified polak ribiere (MBP-GP). Destiani and Utama [10] extracted
features of EEG with the help of Artificial Neural Network (ANN) modified backpropagation
(MBP) Polak-Ribiere Conjugate Gradient with line search techniques. Gao et al. [13] proposed a
neuro-fuzzy network with the help of a Polak-Ribiere-Polyak conjugate gradient based algorithm.
In this paper, we show that GDM takes more epochs.

1.9 One Step Secant (OSS)
This algorithm is described by Roberto [33]. In the eq. (1.9), dX is the search direction. The
parameter ‘a’ is selected to minimize the performance along the search direction. For locate the
minimize point, we use line search function. The first search direction is the negative of the
gradient of performance. In the succeeding iterations the search direction is computed with the
help of eq. (1.22).

dX =−gX + Ac∗ X_step+Bc∗dgX , (1.22)

where gX is the gradient, Ac is a collective value of last iterations, Bc is a condition of last
iteration, X_step is the change in the weights on the previous iteration, and dgX is the change
in the gradient from the last iteration.

This algorithm requires less storage and computation per epoch that the BFGS algorithm but
more storage and computation per epoch that the conjugate gradient algorithms. Its performance
is also between full quasi-Newton algorithm and Conjugate gradient algorithm.

Many authors used OSS in neural network. For example, Khadse et al. [20] showed that
more than 100 neurons are used for getting desired output using OSS. They also showed that
OSS is bad choice for three phase power quality monitoring. Hassan and Abraham [17] showed
that OSS was slowest algorithm.

1.10 Variable Learning Rate Backpropagation (GD)
For calculating derivation of performance with respect to weight and bias variables X , we used
backpropagation. We used eq. (1.23) known as search direction (dX ) for calculating eq. (1.9).

dX = mc∗dX_prev+ lr∗mc∗dperf/dX , (1.23)
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where ‘dX_prev’ is the previous change search direction value to the weight or bias value.
The mc is a momentum constant value, lr is a learning rate value and dperf/dX is the
differentiation value of performance with respect to weight or bias.

Many authors used variable learning rate backpropagation (VLBP) in neural network.
For example, Atanassov et al. [3] made a generalized net for parallel optimization of Multi-
Layer Feedforward Neural Network on assigned training pairs with variable learning rate
backpropagation algorithm. Bhati et al. [5] showed that single layer neural network can give
100% recognition accuracy if correct learning rate is assigned to it. Li et al. [23] showed that
the improved VLBP can quickly and accurately predict the concentration of target elements in
Energy Dispersive X-Ray Fluorescence (EDXRF). In this paper, we show that GD takes more
epochs.

2. Experiments
We do this experiment on Intel core i5, Window 8.1 and MATALB 2020a. We take total 30
images from CalTech (Figure 1) from different person’s position and light conditions [29].

Figure 1. Sample of Caltech 101 face images [29]

Algorithm. We do following steps for this purpose: (Part A of flowchart 1)

Step 1: We take all the images from datasets.

Step 2: We do pre-processing on it by the following sub-steps: (Part B of flowchart 1):

(i) Resize it into 15∗15.
(ii) Then we convert RGB images into gray images.

(iii) For looking good contrast and removing some illumination effect from an image,
we do histogram equalization.

(iv) Then, we do double operation on it.
(v) Then, we save all the data.
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(a) Main flow chart (b) Pre-processing flow chart

Flowchart 1. Methodology of this research. First Part A is Main flow chart and second Part B is
Pre-processing chart

Step 3: Now, we make pattern neural network. For this purpose, in the first layer of the network,
we take size of inputs = 225. In the second layer of the network (i.e., hidden layer), we
test the performance of the network with different hidden neurons (n) (i.e., 10, 20 and
30). Then we use sigmoid function. In the third layer (i.e., output layer) we take five
output values, we initialized the weights and the biases, and then apply the softmax
function. (Here, we may also use Hyperbolic Tangent sigmoid function. In Hyperbolic
Tangent sigmoid function, if n is input then output is en−e−n

en+e−n [15,18]. In MATLAB we use
tansig command for Hyperbolic Tangent sigmoid function. In softmax function, if n is
input then output is exp(n)/sum(exp(n)) [15,18]. In MATLAB we use softmax command
for softmax function. Here, soft means softmax is continuous and differentiable [14].
Softmax function is now mostly used for the output of the classifier [14].) (Figure 2)

Now, for performing a network, we had taken minimum value of grade performance is 1e-10,
value of goal performance is 1e-10 and value of epochs is 1000. After that we train the network.
Our network stops this training whenever stopping criteria is matched. After completing the
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training process, we got exact weight and bias of the network for the both layers. Then we
calculate accuracy (Table 1 to 3). We plot confusion matrix. Figure 3 is a confusion matrix of
Levenberg-Marquardt training algorithm (train_lm) and Figure 4 is a confusion matrix of Rprop
training algorithm (train_rp).

Figure 2. The pattern Network. Here image size is 15∗15. So, total inputs are 225. This is an example
of 10 hidden neurons and output are 5. In hidden layer we use tansig function and in output layer, we
use softmax function

Table 1. When hidden layer size= 10

Sr. Training Algorithm Mean time (S) Accuracy (%) Epochs

1 LM 5.5685 100 10

2 BR 5.5978 20 4

3 BFG 106.0750 100 13

4 RP 0.6091 96.7 10

5 SCG 1.8723 100 31

6 CGB 0.9749 100 23

7 CGF 0.6839 100 22

8 OSS 0.7949 100 13

9 GDM 2.4290 100 1000

10 GD 2.4521 100 1000

Table 2. When hidden layer size= 20

Sr. Training Algorithm Mean time (S) Accuracy (%)
1 LM 21.1191 100
2 BR 36.8752 43.3
3 BFG 465.6800 86.7
4 RP 0.6241 80
5 SCG 0.6719 96.7
6 CGB 0.7188 96.7
7 CGF 0.6831 86.7
8 OSS 0.5937 86.7
9 GDM 2.5455 96.7

10 GD 2.5761 96.7
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Table 3. When hidden layer size= 30

Sr. Training Algorithm Mean time (S) Accuracy(%) Epochs
1 LM 101.488 100 11
2 BR 136.578 56.7 4
3 BFG More times taken
4 RP 0.6431 100 9
5 SCG 0.7961 100 29
6 CGB 0.7761 100 20
7 CGF 0.7056 100 22
8 OSS 0.6155 100 12
9 GDM 2.6558 100 1000

10 GD 2.5933 100 1000

Figure 3. Confusion matrix made with the help of train_lm

Figure 4. Confusion matrix made with the help of train_rp
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Graph 1. Time vs. Algorithm

In Graph 1, BFG algorithm takes more time with compare to other algorithms. SCG, CGB,
CGF and OSS are the fastest algorithms.

3. Results and Discussion
With the help of 30 images, for getting better accuracy, we used pattern network with different
hidden neurons (n) (such as 10, 20 and 30) and different training algorithms (such as LM,
BR etc.). After analysis of different images on different hidden neurons and different training
algorithms, we found the following results:

(1) In Table 1, time taken by RP is 0.6091s, time taken by SCG is 1.8723s, time taken by CGB
is 0.9749s, time taken by CGF is 0.6839s and time taken by OSS is 0.7949s. In Table 2,
time taken by RP is 0.6241s, time taken by SCG is 0.6719s, time taken by CGB is 0.7188s,
time taken by CGF is 0.6831s and time taken by OSS is 0.5937s. In Table 3, time taken
by RP is 0.6431s, time taken by SCG is 0.7961s, time taken by CGB is 0.7761s, time taken
by CGF is 0.7056s and time taken by OSS is 0.6155s. This means we say that RP, SCG,
CGB, CGF and OSS are fast algorithms. (Graph 1)

(2) BFG takes 106.075s time in Table 1, 465.68s time in Table 2 and more times in Table 3.
This means we say that BFG takes more time with respect to hidden neuron size. (Graph 1)

(3) In Table 1 and Table 2, GDM and GD take 1000 epochs (maximum) for getting 100%
accuracy. This means we say that GD and GDM take more epochs.

(4) In Table 1, BR gives 20% accuracy, in Table 2 BR gives 43.3% accuracy and in table
3 BR gives 56.7%. This means we say that BR algorithm is not acceptable for image
categorization.

4. Conclusion
In this survey paper, we used ten type of training algorithm. We used Levenberg-
Marquardt (LM), Bayesian regularization backpropagation (BR), BFGS Quasi-Newton (BFG),
Resilient Backpropagation (RP), Scaled Conjugate gradient backpropagation (SCG), Conjugate
Gradient with Powell/Beale Restarts (CGB), Fletcher-Powell Conjugate Gradient (CGF), Polak-
Ribiere Conjugate Gradient (GDM), One Step Secant (OSS), and Variable Learning Rate

Communications in Mathematics and Applications, Vol. 13, No. 1, pp. 351–365, 2022



362 Effect of Hidden Neuron Size on Different Training Algorithm in Neural Network: A. Kumar and S.S. Sodhi

Backpropagation (GD) algorithm. So, first of all we explain functions of these ten types of
training algorithms. Then we design a pattern network. We test all these ten algorithms on our
designed network with the help of 30-images. Our main aim of this survey is to find out which
type of training algorithm is fastest for an image categorization problem and affects of these
algorithms on neural network when we applied different types of hidden neuron size. During
this survey we found some new facts. We found that RP, SCG, CGB, CGF and OSS are fastest
algorithms. BFG takes more time with respect to hidden neuron size. GDM and GD take 1000
epochs (maximum) for 100% classifications. BR gives 20%, 43.3% and 56.7% accuracy. So, BR
algorithm is not acceptable for image categorization. We consider RP, SCG, CGB, CGF and OSS
algorithm in the case of image categorization.
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