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#### Abstract

This paper studies the machine covering problem to satisfy the fair distribution of several tasks with different execution times to be run on several parallel processors. My work deals with process scheduling on identical parallel processors and how to find the best solution to this problem. The goal is to maximize the finishing time for the processor with the least time regarding all other system processors. Some algorithms were proposed that can approximately solve the studied problem by minimizing the difference between the finishing time of all processors in the system.
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## 1. Introduction

The research of this paper is essentially inspired by the work developed in [17]. Indeed, the authors in the latter work presented several heuristics and algorithms to solve approximately the studied problem. In fact, there are five heuristics applied on identical and parallel machines to maximize the load of the one that has the minimum finishing time. The first one is called the Longest Processing Time (LPT) that orders tasks by their processing time in ascending order to be assigned to the available machine after that. The second one is called a Simple Probabilistic Algorithm (SPA) that works by choosing the job which has the largest processing time or the job which has the second-largest processing time in a fixed way. The third one is Multi-star SPA (MSPA) that implements the second heuristic (SPA) iteratively. The fourth one

[^0]is the $k$-probabilistic algorithm $\left(P A^{k}\right)$ that adds some modification on the second heuristic (SPA) to give some flexibility in choosing the job with the largest processing time or the job with the second-largest processing time. The fifth one is Multi-star $P A^{k}\left(M P A^{k}\right)$ that implements the fourth heuristic $\left(P A^{k}\right)$ iteratively.

The processing power is needed to be increased in a large number of applications today. The solution to this issue has been done through the development of parallel processing which overcomes the speed limit in sequential computers. Therefore, the need for fair distribution heuristics has been emerged to maximize the utility of multiprocessors systems. These heuristics work depending on the execution time of each process to give the correct decision for job scheduling. This paper gives some improved methods that can decide efficiently the best scheduling of the processes taking into account to reduce the scheduling time.

Process scheduling on parallel processors was studied in different ways that present many models of fair distribution to parallel processors. These models are mathematical formulations that were designed to achieve a balancing of jobs between processors in the shortest time. In this paper, The machine covering problem were investigated to distribute the load to identical parallel machines by maximizing the minimum load of some machines. Authors in [6] proposed a solution for scheduling in multiprocessor systems by maximizing processing time for the processor which has the minimum time. Furthermore, in [8], authors Investigate online machine covering problem on parallel machines which are identical and it has to be assigned by jobs that arrive in sequence. These jobs must be relative to their processing time depending on a migration factor of $O(1 / \varepsilon)$. On other hand, authors in [5], [19] studied different semi-online machine covering problem with only two identical machines to balance a load of machines based on their jobs that are sorted by non-increasing time slots where the machine time slot represents the job size dividing by the speed of this machine.

The studies in [11], [4] and [21] proposed algorithms with the optimal solutions in case the total processing time of all applying jobs is previously known and the longest processing time of these jobs as well. Authors in [11] proposed the competitive ratio $m-2$ if the number of the machines $m$ is larger than 3 and these machines are identical but their available times are not simultaneous. However, in [4], the authors applied the proposed algorithm on more than 2 machines with a competitive ratio of $1 /(m-1)$ which is proved that it is the optimal one that can be obtained. On other hand, the authors in [21] proposed the optimal algorithm that can be applied on 3 to 5 identical parallel machines and it has a competitive ratio of $4 / 3$.

In [20], the authors gave a solution for the semi-online machine covering problem that applied to two machines that have two classes of jobs that are hierarchically classified. This solution took into account that the job with the largest size and class are known in advance and based on that, an optimal algorithm is proposed of the competitive ratio ( $1+\sqrt{2} / 2$ ).

However, in [7], the authors introduced an algorithm for semi-online machine covering problem which is deterministic and has a competitive ratio of $11 / 6 \leq 1.834$ with an undetermined number of machines. Besides, the authors in [3] proposed an algorithm with a deterministic equation that is $2-(1 / m)$ and it obtains the best performance when the number of machines equals 2,3 , or 4 .

Recently, several studies investigated many algorithms that ensure load balancing or fair distribution between different entities, and they are applied to several real-life applications. For example, authors in [15] and [16] applied the same solution on the functioning time of aircraft turbine spare parts to be maximized before these parts have to be replaced by scheduling the maintenance actions. Authors in [12] introduced an approximate solution that ensures a fair distribution of assigning revenues between many projects. However, another study proposed many randomized and probabilistic methods that can reformulate the packages of big data to be distributed between several routers [14]. Authors in [10] investigate this problem on identical parallel machines by proposing an algorithm that uses tight upper and lower bounds as well as an efficient branching strategy for symmetry-breaking. In [1], the Authors investigate several new heuristics to apply fair distribution of investment projects through many industrial regions. On other hand, authors in [2] proposed several new algorithms to distribute a large number of files fairly between many storage supports based on their free spaces. However, another study developed a system that can reduce the time and space of the dynamic programming algorithms that are applied to solve the optimization problems [18].

The fair distribution algorithms are developed also and applied to several real-life situations. Indeed, in [13] author proposed solutions for the fair distribution of the project that has budgets to be assigned to several regions. In this research work, the goal is to find a way of scheduling that ensures the fair distribution of budgets.

This paper consists of three sections as follows. Section 1 is an introduction. Section 2 explains the problem and gives a detailed example. Section 3 proposed three algorithms that solve the studied problem.

## 2. Problem Description

The representation of the studied problem is given in this section. The definition of the problem is described as following: Let a number $n_{t s}$ of independent tasks that must be distributed on $n_{p r}$ identical parallel processors. The set of tasks is denoted by $T s$. The set of processors is $\left\{P r_{1}, P r_{2}, \ldots, P r_{n_{p r}}\right\}$. Each task $j$ is characterized by its processing time $p t_{j}$ which is a positive value. Denoted by $L_{i}$ the load on the processor $i$. A load or the finishing time on a processor is determined by the total sum of all tasks processing times distributed on the corresponding processor. Let $f_{j}$ the finishing time of task $j$. After calculation of all finishing time for each processor, the minimum finishing time is denoted by $L_{\text {min }}$. The maximum finishing time is denoted by $L_{\text {max }}$.

Proposition 2.1. The objective function in this paper is to Minimize $\sum_{i=1}^{n_{p r}}\left[L_{\max }-L_{i}\right]$.
Proof. When $L_{\max } \geq L_{i}, \forall i \in\left\{1, \ldots, n_{p r}\right\}$. So, $L_{\max }-L_{i} \geq 0$. Thus, the objective function can be Minimize $\sum_{i=1}^{n_{p r}}\left[L_{\max }-L_{i}\right]$.

In this paper, searches to find a schedule that minimizes $\sum_{i=1}^{n_{p r}}\left[L_{\max }-L_{i}\right]$.
I denoted by $f_{\max }=\sum_{i=1}^{n_{p r}}\left[L_{\max }-L_{i}\right]$ which represents the gap between all processors. The problem is known as $P \| f_{\max }$ [9]. This kind of problem motivates researchers because it has very real-life applications.

Example 2.1. Assume that $n_{t s}=6$ and $n_{p r}=2$ and the processing time for each processor in Table 1 is given as follows:

Table 1. Processing time of Example 2.1

| $j$ | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $p t_{j}$ | 13 | 6 | 2 | 7 | 8 | 5 |

The following assignment illustrated in Figure 1 represents a schedule for the studied problem which is applied to a given algorithm.


Figure 1. Dispatching instances in example 1 on 2-processors

For the instance related to Example 2.1 after applying the dispatching rule used in Figure 1, it is clear that the minimum finishing time is 13 . Our objective in this paper is to seek another solution that gives a minimum finishing gap $f_{\max }$. For this example $f_{\max }=L_{1}-L_{2}=28-13=15$. So, another schedule with $f_{\max }$ value less than 15 has to be found.

In industrial case and computer science case it is important that when there is a workstation contains multiprocessors to guarantee a fair distribution of executed tasks on the different processors. Our study focuses on choosing an indicator that can measure the fair distribution, this indicator as mentioned above is $f_{\text {max }}$.

## 3. Heuristics

In this section, several heuristics were developed based on mathematical modeling and inspired by the research work cited in [12]. Firstly, mathematical modeling was proposed for the studied problem based on mixed-integer modeling. The first heuristic is based on a randomized method applying the variant with probability $\alpha$. However, the second one is based on a randomized method with probability $\beta$. For the third heuristic, a new algorithm based on a mixed dispatching rule was proposed.

### 3.1 Mixed linear modeling

$$
\begin{align*}
& y_{i j}= \begin{cases}1 & \text { if } j \text { is sceduled on the processor } i \\
0 & \text { otherwise }\end{cases} \\
& \sum_{i=1}^{n_{p r}}\left[L_{\max }-L_{i}\right] \tag{3.1}
\end{align*}
$$

Subject to:

$$
\left\{\begin{array}{l}
\sum_{i=1}^{n_{p r}} y_{i j}=1, \quad \forall j \in\left\{1, \ldots, n_{t s}\right\}  \tag{3.2}\\
\sum_{j=1}^{n_{t s}} p t_{j} y_{i j} \leq L_{\max }, \quad \forall i \in\left\{i, \ldots, n_{p r}\right\} \\
y_{i j} \in\{0,1\}, \quad \forall j \in\left\{1, \ldots, n_{t s}\right\}, \forall i \in\left\{1, \ldots, n_{p r}\right\} \\
L_{\max } \geq 0
\end{array}\right.
$$

Equation (3.1) represents the target function of the studied problem. The constraint that obliges each task to be scheduled only on one processor is described in equation (3.2). However, equation (3.3) is the constraint that for each processor the total finishing time not exceed $L_{\text {max }}$. In equation (3.4) variable $y_{i j}$ is specified as a binary one. Finally, equation (3.5) enforces that $L_{\text {max }} m$ must be positive.

### 3.2 Randomized algorithm with probability $\alpha\left(R_{\alpha}\right)$

For this heuristic, the method of randomization related to the choice of the job to be scheduled first on the most available processor was adopted. In fact, among the largest tasks, one task between a fixed number of these tasks was chosen to be scheduled. This choice is based on the probability $\alpha$. The latter probability can be generated randomly and uniformly.

## Algorithm 1. Heuristic $R_{\alpha}$

1. Order on the non-increasing order.
2. Fix the number of selection $n s$.
3. Choose among the $n s$ largest tasks one task $T s$ applying $\alpha$.
4. Schedule Ts on the most available processor.

### 3.3 Randomized algorithm with probability $\boldsymbol{\beta}$ ( $\boldsymbol{R}_{\boldsymbol{\beta}}$ )

For this heuristic, the method of randomization related to the choice of the job to be scheduled first on the most available processor was adopted. In fact, among the largest tasks, one task between a fixed number of these tasks was chosen to be scheduled. This choice is based on the probability $\beta$. The latter probability can be generated randomly and uniformly.

### 3.4 Mixed dispatching rule algorithm

For this heuristic, the mixed algorithm between LPT (Longest Processing Time) and SPT (Smallest Processing Time) were adopted. To apply this idea, the manner that is mixture the two latter methods was chosen. Indeed, a number $n_{d r}$ that is applied for the first $n_{d r}$ tasks was fixed for the LPT algorithm, while for the remaining tasks SPT is applied. In the practice, more than value of $n_{d r}$ can be chosen to apply the algorithm and pick up the best value.

## 4. Conclusion

In this paper, mathematical mixed-integer modeling was proposed and 3 algorithms that satisfy the fair distribution of several tasks that have different execution times and they are required to be run on several parallel processors. These algorithms are based on randomized or mixed methods of dispatching rule. The randomized methods are based on some probabilities that can be obtained randomly and uniformly.
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